Robust Method of Foreground Detection for Object Tracking
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Abstract: This paper proposes a technique for foreground detection for moving objects in a video. Foreground detection was achieved by applying background subtraction techniques on the video frames. Background subtraction a pre-processing step in video processing and therefore has numerous applications including video surveillance, traffic monitoring, human detection, gesture recognition, etc. At airports, train stations and several other susceptible public places, video surveillance has become an invaluable tool to ensure the safety of these places. The proposed method uses a background subtraction algorithm based on The Gaussian mixture models to detect the moving objects. Morphological operations are applied to the resulting foreground mask to eliminate noise. Then finally, blob analysis detects groups of connected pixels, which are likely to correspond to moving objects.
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I. INTRODUCTION

Video change detection or Background Subtraction (BS) is one of the most widely studied topics in computer vision. It is a initial step in video processing and it was useful in many real time applications like video surveillance, traffic monitoring, human detection, object tracking and object counting. the background subtraction (BS) process gives a foreground (FG) binary mask of the given input image and a background. background subtraction is a difficult problem because of the diversity in background scenes and the changes originated from the camera itself. Two main problems to background subtraction are change detection and salient motion detection. Change detection addresses the detection of the changes between two images. So, background subtraction is a particular case when one image is the background image and the other one is the current image, and the changes are due to moving objects. Considering, salient motion detection aims to find semantic regions and to filter out the unimportant areas.

II. BACKGROUND SUBTRACTION METHODS

A vast number of background subtraction techniques were analyzed in surveys like [1, 2] the researchers mainly classify the techniques into four categories called, pixel based, region based, frame based and learning based [3]

A. Running Gaussian Average

For every pixel, the background is demonstrated independently as a Gaussian probability density function. The Gaussian appropriation is fitted to the n most recent pixel values and a pixel is arranged by ascertaining the probability that the most recent pixel esteem depicts an indistinguishable question from the prior pixel values did.

B. Mixture of Gaussians (MOG)

Sometimes the part of an image that should be classified as background is not entirely static, some parts might move a little (due to wind, vibrations of the camera etc.) and should still be classified as background. To adapt to that sort of background a single valued background model is inadequate. The thought is to have distinctive MOG models for various conceivable background objects, if a pixel esteem is probably not going to originate from any of the diverse conveyances then it is named foreground.

C. Kernel density estimation (KDE)

In this method a function is constructed that gives the probability that a given pixel belongs to the distribution of background pixels. For the Gaussian running average the previous known pixel values were fitted to a Gaussian to model the distribution, in the kernel density estimator the distribution is instead constructed from a sum of kernels.
D. Frame difference method

In this method, firstly, calculate the absolute difference between the two frames, and it is referred to as the difference image. Next, the optimal threshold value is calculated for the difference image. If the pixel value of the difference image is greater than or equal to the threshold value, then it would be considered a Foreground Pixel, Region of Interest (Binary “1” would be assigned for the foreground element), otherwise as a Background Pixel (Binary “0” would be assigned for the background element), thereby detecting a moving object.

\[
\text{Diff_image} = |(\text{Current_frame}) - (\text{Previous_frame})|
\]  

III. RELATED WORK

The technique called multimode background subtraction (MBS) [4] presents a change detection system based on multiple background model scheme. This system deals with challenges of illumination changes and dynamic background. The proposed approach uses a Background Model Bank (BMB) that comprises of multiple Background (BG) models of the scene. To separate foreground pixels from changing background pixels, they apply Mega-Pixel (MP) based spatial denoising to pixel level probability estimates on different color spaces to obtain multiple Foreground (FG) masks. They are then combined to produce a final output FG mask. However, detection is not accurate for all moving objects.

To perform background subtraction in urban traffic videos, the authors of [5] compare various background subtraction algorithms for detecting moving vehicles and pedestrians in urban traffic video sequences. They consider approaches varying from simple techniques such as frame differencing and adaptive median filtering, to more sophisticated probabilistic modeling techniques. Complicated techniques often produce superior performance, they show that simple techniques such as adaptive median filtering can produce good results with much lower computational complexity.

For using frame difference method [6] demonstrates a new approach to foreground detection. They found a new frame difference method which uses correlation coefficient between frames. In the correlation between blocks of current image and background image to categorize the pixels as foreground and background. The blocks in the current image which are highly correlated with the background image are considered as background. However, this study needs to focus towards other information available in the blocks such as shape and edge can be used to improve the detection accuracy.

The authors of [7] present a background subtraction method using multiple features. The pixel wise background modeling and subtraction technique using multiple features, where generative and discriminative techniques are combined for classification. They took, color, gradient, and Haar-like features and integrated the features to handle spatio-temporal variations for each pixel. A pixel wise generative background model is obtained for each feature efficiently and effectively by Kernel Density Approximation. Background subtraction is performed in a discriminative manner using a Support Vector Machine over background likelihood vectors for a set of features. This algorithm is robust to shadow, illumination changes, spatial variations of background. This method is efficient and overcomes the drawbacks of kernel density approximation.
IV. PROPOSED WORK

In the proposed system detects the moving object using Gaussian Mixture Model based background subtraction. This background subtraction method efficiently detects the foreground from varying environmental condition like, camera calibration, illuminance changes. Finally, blob analysis detects groups of connected pixels, which are likely to correspond to moving objects. This section mainly describes the system build algorithms and methods. First, input video is converted to frames and then RGB image converted to binary image. Second, smoothing process to reduce noise and make blurring image. Third, background subtraction based on Gaussian Mixture Model (GMM) to get moving object candidates. Forth, binary image is obtained by thresholding. In final step, edge detection is used to merge separated blobs belonging to one object.

A. Pre Processing

Frame conversion is performed to convert the video into frames. The obtained frames then sent for color conversion. Here we use Hsv color space for foreground extraction, and gray scale for output foreground image.

B. Gaussian Mixture Model

The Gaussian mixture model (GMM) algorithm is based on the assumption that background is more regularly visible than the foreground, and background variance is little. As a single Gaussian is not a decent model for outdoor scenes this method for background subtraction was proposed by Stauffer and Grimson in which every pixel in the background is modeled as a mixture of Gaussian. Each and every pixel value is matched with current set of models to discover the match. If no match is found, the least model that is acquired is rejected and it is substituted by new Gaussian with initialization by the existing pixel value means the pixel value that don’t suit into the background are taken to be background. This method requires less memory to work and gives very accurate results as well as can deal with slow lighting variation though it cannot handle multimodal background and involves rigorous computation.

The probability of occurrence of a color at a given pixel $s$ is given by

$$P(i,s,t) = \sum_{i=1}^{K} \omega_{i,s,t} \mathcal{N}(\mu_{i,s,t}, \Sigma_{i,s,t})$$

(eq 2)

Where $\mathcal{N}(\mu_{i,s,t}, \Sigma_{i,s,t})$ is the $i^{th}$ Gaussian model and $\omega_{i,s,t}$ its weight. Note that for computational purposes, the covariance matrix $\Sigma_{i,s,t}$ can be assumed to be diagonal, $\Sigma = \sigma^2 I_d$. In this method, parameters of the matched component (i.e. the nearest Gaussian for which $I_{i,s}$ is within 2.5 standard deviations of its mean) are updated as follows:

$$\omega_{i,s,t} = (1-\alpha) \omega_{i,s,t-1} + \alpha$$

(eq 3)
\[ \mu_{(i,s,t)} = (1-\rho) \mu_{(i,s,t)} + \rho \cdot \rho_{(i,s,t)} \quad \text{(eqn 4)} \]

\[ \sigma^2_{(i,s,t)} = (1-\rho) \sigma^2_{(i,s,t)} + \rho \cdot d^2 \quad \text{(eqn 5)} \]

where \( \alpha \) is an user-defined learning rate, \( \rho \) is a second learning rate defined as \( \rho = aN(\mu_{i,s,t}, \Sigma_{i,s,t}) \) and \( d \) is the distance. Parameters \( \mu \) and \( \sigma \) of unmatched distributions remain the same while their weight is reduced as follows: \( \omega_{i,s,t} = (1-\alpha) \omega_{i,s,t} \) to achieve decay. Whenever no component matches a color \( I_{s,t} \), the one with the lowest weight is replaced by a Gaussian with mean \( I_{s,t} \), a large initial variance \( \sigma_0^2 \) and a small weight \( \omega_0 \). Once every Gaussian has been updated, the K weights \( \omega_{i,s,t} \) are normalized so they sum up to 1. Then, the K distributions are ordered based on a fitness value \( \omega_{i,s,t}/\sigma_{i,s,t} \) and only the H most reliable ones are chosen as part of the background:

\[ H = \arg\min_h \left( \sum_{i=1}^{h} \omega_i > \tau \right) \quad \text{(eqn 6)} \]

where \( \tau \) is a threshold. Then, those pixels whose color \( I_{s,t} \) is located at more than 2.5 standard deviations away from every H distributions are labeled “in motion”. And edge detection is applied for smooth foreground object.

**C. Morphology Operations**

The next stage is to apply morphological techniques. Morphological image processing is a collection of non-linear operations related to the shape or morphology of features in an image. Morphological operations rely only on the relative ordering of pixel values, not on their numerical values, and therefore are especially suited to the processing of binary images. Morphological operations can also be applied to gray scale images such that their light transfer functions are unknown and therefore their absolute pixel values are of no or minor interest.

**V. EXPERIMENTAL RESULTS**

The code for proposed system is written in MATLAB and executed with test input video. all the input video sequences are taken from CDNET 2014[10]dataset. There are more than 15 sequences available in CDNET dataset under different situations. However we took four datasets and analyze them. The mean square error or MSE and peak signal to noise ratio (PSNR) are the two common error measurement metrics that are used to evaluate the superiority of background image. The MSE correspond to the increasing squared error between the original and the background image.

PSNR is most easily defined via the mean squared error \((MSE)\). Given a noise-free \( m \times n \) monochrome image \( I \) and its noisy approximation \( K \), MSE is defined as

\[ MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2 \quad \text{(eqn 7)} \]
Table I: Foreground Detection Results Of Proposed System On Examples Frames From Cdn 2014 Dataset. Input Image (Row 1), Mbs Output (Row 2), Proposed System Output (Row 3)

The Peak Signal To Noise Ratio PSNR calculated as

\[ PSNR = 10 \cdot \log_{10} \left( \frac{MAX^2}{MSE} \right) \]

\[ = 20 \cdot \log_{10} \left( \frac{MAX_T}{\sqrt{MSE}} \right) \quad \text{(eqn 8)} \]

Here MAX represents utmost instability for the input images. For example, if the input image possesses double-precision of floating-point data, then MAX is 1. For an 8-bit unsigned integer data type, MAX is 255.

Table II: Mse And Psnr Of Proposed System

<table>
<thead>
<tr>
<th>INPUT</th>
<th>MSE</th>
<th>PSNR(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1</td>
<td>246.01</td>
<td>24.2212</td>
</tr>
<tr>
<td>Input 2</td>
<td>242.25</td>
<td>24.2881</td>
</tr>
<tr>
<td>Input 3</td>
<td>254.86</td>
<td>24.0676</td>
</tr>
<tr>
<td>Input 4</td>
<td>165.94</td>
<td>25.9312</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper a new approach is proposed for robust and online foreground segmentation using Gaussian Mixture Model. Our approach has been also tested on dataset of complex background scenes. A real-time and accurate new method for detecting moving object is proposed, based on background subtraction. In this research, we could find the disadvantage; for one moving object, the proposed sometimes detects more than one moving objects. Even though we used smoothing filter for preprocessing, the result shows separated blobs even for one object. To improve the performance, we are going to investigate to detect objects with exact the number of them. And minimize the mean square error.

REFERENCES


