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Abstract: In the recent years, as the second line of defense after firewall, the intrusion detection technique has got fast 
development. a mixture of data mining techniques such as clustering, categorization and association rule detection are being 
used for intrusion detection This research proposed  IDS using cloud computing  by integrated signature based (Snort) with 
abnormality based (Naive Bayes) to enhance system security to detect attacks. This research used Knowledge Discovery Data 
Mining (KDD) CUP 20 dataset and Waikato Environment for Knowledge Analysis (WEKA) program for testing the proposed 
hybrid IDS. Accuracy, detection rate, time to construct model and false alarm rate were used as parameters to evaluate 
performance with Naïve Bayes, Snort with J48graft and Snort 
Keywords: Data Mining, IDS, KDD, Native Bays 

I. INTRODUCTION 
Intrusion detection technologies began in the early of 1990's. Haystack Labs were the first one to work upon these technologies. 
They invented tools not only for intrusion detection technologies, also various host based products too. There were various 
organizations that were developing the IDS system according to their applications. But the end of this era, ASIM became successful 
in developing solutions related to hardware and software for protection network.  
With the leap of time intrusion detection technologies become so much commercial that now day's customers have started 
developing Intrusion Detection technologies for their personal usage. The aim of Intrusion detection System is to defend the security 
to the Computer system by a layer over the defense system. IDS systems sense the misuse, breach in the security system and also the 
malicious or unauthorized access to the system. Although Firewalls works for the same reason but the major difference between 
firewalls and the IDS is IDS suspect the source of the attack and signals the alarm to the system but a firewall directly stops the 
communication without informing the system.  
These attacks requires true concerns as they harm the data stored in system and also effect the network traffic, data packet etc. G.V. 
Nadiammai showed the setup phase by following diagram.  

II. DATA MINING TECHNIQUES, KDD 
A. knowledge discovery                                                                                                                    
Volume data used . The Knowledge discovery in databases (KDD) process is used . step in this process. analyzing data from the 
data mining.   Summarizing it into useful information of  data miming. It is the process of finding correlations or patterns amongst 
dozens of fields in large relational databases. The figure bellows show the different steps for extracting useful data from volume 
data [8]. 
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Figure 2.1: The data mining process of building ID models [3]  

B. Data-mining technique 
basically Some techniques such as association rules are only one of its kinds to data-mining,   are pattern discovery algorithms but 
most In this part we used in IDS.  are related information to pattern recognition..  

C.  KDD Cup'99 DATA SET 
The proposed method is evaluated data record of extracted features from a network connection gathered during the replicated 
intrusions over the KDD Cup1999data. It contains CP packets to and from various IP addresses. . A connection is a sequence of 
TCP connection documentation consists of 41 fields.  The KDD'99 used for The Third worldwide Knowledge Discovery and Data 
Mining Tools opposition,   was simulated in a military network environment and which was held in conjunction with KDD-99.  
or a classifier accomplished of distinguishing between legitimate and dishonest connections in a computer network.  The contest 
task was to learn a projecting model This data set contains one type of normal data and 24 different types of attacks that are 
characterized into four types such: 
1) Denial of Service Attack (DoS): that flood it with a waste of time traffics by the utilization of resources  . 
2) Users to Root Attack (U2R): user relation on the system with target to get to root access  the attacker login a normal to the 

classification. 
3) Remote to Local Attack (R2L): a piece of equipment on a network which he doesn't have any accurate to access to system  is 

when the attacker challenge to get a local access as a user of a piece of equipment on a network which he doesn't have any 
accurate to access to system. 

4) Probe Attack: This attack is in relation to collecting in turn from a network of computers for a later use. 

III. RELATED WORK 
A. Subaira. A.S et al [2014]:  On the top of JXTA, a layer of middleware is recognized and it consists of four components: 

security agent module, task scheduling module, data distribution module and task coordinator module. Cloud SEC architectural 
topographies for the peers of task coordinator and security agent are provided by the first two modules.  Data sharing facility 
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and task scheduling are provided by the latter two modules. The architecture is organized in a virtualized, extremely 
configurable trial cot. Applied and fault-tolerant are the introductory results of the Cloud SEC prototype [7].  

B.  Charles A. Fowler et al [2014]: Different modes of data transfer and communication [48means (e.g. satellite communication) 
might need to take into account. Huge amount of data transfer is a common anticipation in a cloud environment; the 
communication technology used along with the security concerns of the adapted communication technology also becomes a 
security concern for the cloud computing approach. The broadcast nature of some communication technology is a core concern 
in this regard.[5] 

C. S.V. Shirbhate et al [2014] :  The study, analysis  clustering is one of the needs for machine learning algorithms to be useful to 
large scale data  and exploration of recent Development of data mining application such as classification and will lead to obtain 
the direction of future research.. The aim methods for a set of large data are to investigate the performance of different 
clustering. The algorithms are tested on intrusion detection data set. The KDD data set subsequently, clustering technique that 
has the potential to significantly get better the conventional method is used for this purpose. will be suggested for the use in 
intrusion detection in mobile network data. The aim of this Different clustering methods using WEKA tool for intrusion 
detection. Intrusion is defined work is to investigate the performance of as “the act of wrongfully incoming upon, grasping, or 
taking possession of the property of another”. Intrusion the computers from unauthorized or malicious actions detection system 
protects the computers from unauthorized or malicious actions. [11]. 

D. Nadya El MOUSSAID et al [2015]: At that time to discriminate between the genuine packets and the dose packets a filter 
methodology was used. In this methodology all provision requirements are initially impelled to SBTA (SOA based traceback 
approach) for marking them. Then a haze trace back mark tag within the header of the message is placed by SBTA and this will 
be referred to the Web Server. If the communication found to be usual, for processing, it will be directed to the application 
manager.  In this method, to filter out attack messages, a cloud filter was employed. Then false alarm ratio and detection 
proportion are considered. The outcome demonstrates that Cloud filter have a great detection ratios and less alarm ratio. Thus, 
grouping of SBTA and Cloud filter over cloud system can be effective technique for distinguishing and recognizing dose 
messages. The number of attack packet increases protective performance decreases progressively, is the deficiency of this 
method.[2] 

IV. INTRUSION DETECTION SYSTEM BASED ON DATA MINING 
A. Security and Privacy 
It deals with securing the stored data and to monitor the use of the cloud by the service providers. This challenge can be addressed 
by storing the data into the organization itself and allowing it to be used in the cloud. So the security mechanisms between the 
organizations and the cloud need to be robust.  

B. Service Delivery and Billing 
The service level agreements (SLAs) of the provider are not adequate to guarantee the availability and scalability as it is difficult to 
assess the cost involved due to dynamic nature of services. 

C.  And Portability 
As the cloud environment is highly dynamic to user requests and due to the concept of virtualization, the leverage of migrating in 
and out of the resources and applications should be allowed. Also, switching providers should switch between clouds as per their 
need, and no lock-in period should exist. 

D. Reliability and Availability 
Cloud providers still lack in round-the-clock service which results in frequent outages. Therefore, it becomes important to monitor 
the service being provided using internal or third party tools. 

E. Automated service provisioning 
A key feature of cloud computing is elasticity; resources can be allocated or released automatically. So a strategy is required to use 
or release the resources of the cloud, by keeping the same performance as traditional systems and using optimal resources.  

F. Performance and Bandwidth Cost 
 Businesses can save money on hardware but they have to spend more for the bandwidth. This can be low cost for smaller 
applications but can be significantly high for the data-intensive applications. 
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G. Virtual Machines Migration 
With virtualization technology, an entire machine can be taken as a file or set of files. To unload a heavily loaded physical machine, 
it is required to move a virtual machine between physical machines. The main objective is to distribute the load in a datacenter or set 
of datacenters. Then a strategy is required to dynamically distribute load when moving virtual machine to avoid bottlenecks in 
Cloud computing system. 

H. Energy Cost 
Cloud infrastructure consumes enormous amounts of electrical energy resulting in high operating costs and carbon dioxide 
emissions [11].  

V. PROPOSED WORK 
Due to the increase of internet technology in the past few years network traffic has also been increased to a great extent. Data 
travelling over the network has become a hot topic for the researchers because security is concerned for this data.  
Data travelling over the network is broadly classified in to two categories, normal data and anomaly. Anomaly detection is the goal 
of Intrusion Detection System (IDS). Different patterns can be drawn on the basis of the user’s usage over the network. These 
patterns can be grouped together according to the similarities in them. Data clustering. So putting similar data into groups is called 
there are many techniques; we are using k-mean clustering which is an unsupervised learning algorithm 

A. J48 decision tree classifier 
C4.5   algorithm is the decision tree based. With this technique a tree is decision tree the internal nodes of the tree denotes a the 
topmost node is the root node Algorithm test on leaf node holds a class label and [1] J48: 
 PARTICIPATION  
R // Training data  
PRODUCTION  
P // Decision tree  
R 
{  
P = Null;  
P = Create  root node  
P = Add arc to root node  
R = splitting predicate to R;  
P’= Create label with appropriate class leaf node  
Else  
P’ = KTBUILD (R);  
P = Enhance P’ to arch; 

B. Naïve Bayesian classifier:  
Classification of   Bayesian represents classification a supervised learning method statistical method for as well as. Strong 
independence assumption simple probabilistic classifier based on Bayesian theorem with.  It is particularly suited when the 
dimensionality of input is high.  
Bayesian formula can be written as [4]: Q(P | A) = [Q(A | P) * Q(P)] / Q(A) The Bayes’s rule is work  a hypothesis or an event (H) 
can be predicted based on some evidences (E) that can be observed from the Bayes’s rule. 
Percent data set available for research on network interruption used KDD Trains 20 detection. 1999 KDD intrusion detection 
competition and is called the KDD Cup 99 data. And for analyzing data we have used WEKA, open source software. WEKA" 
short for the Waikato Environment for Knowledge Analysis, WEKA a practical machine learning tools package ". Set of 
machine learning algorithms for solving real-world data WEKA is extensible and has become a mining problem. It runs on almost 
every platform. intrusion detection system (IDS  the core problem of an the exactness of the detection  results, in this Dissertation 
K-Mean Algorithm for Network Intrusion exposure  a Data Clustering Using that possess highly accurate intrusion detection 
capability.  
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1) It first describes a detailed description of the IDS components the information set used and IDS architecture, followed by. Then, 
it illustrates the K-mean algorithm  

2) the dataset used for the large training  data  set  for  intrusion  detection  is  presented  evaluation is described . 
3) Describes how the TC-K-Mean based IDS the intrusion-tolerant framework, can be complete intrusion-tolerant by introducing 

an intrusion-tolerant mechanism.  
4) Activities in intrusion detection are evaluated by experiments. algorithm based on the k-mean clustering for analyzing 

program  
5) KDD Trains 20 Percent audit data have shown preliminary experiments.  
6) Effectively detect intrusive program behavior  
 

VI. SIMULATION RESULT 
A. Analysis Data Set 
The main aim of the thesis was to evaluate to  find out all the attacks in a database of transaction. This started with studying various 
existing techniques. After literature review it was clear that every algorithm has applied, but combinations are still on study. Many 
combinations have applied, but somehow efficiency always lags behind. So Aim decided as designing and development of a 
prototype application for intrusion detection system. Capturing logs was the initial and most difficult task, because to implement 
design we should have enough databases so that we can easily measure its efficiency. Another challenge came in between thet type 
of input to be used. In thesis [they have mentioned a database centric architecture using KDD dataset. KDD data set is considered 
as dummy dataset for the transactions  It provides both training data as well as test data. TP is the number of positive cases 
classified correctly, FN is the number of positive cases classified as negative, FP is the number of negative cases classified as 
positive, and TN is the number of negative cases classified correctly. In Table 2, the TP is 10298, FN is 1445 FP is 1177 and TN is 
12272 
Accuracy = (TN+TP/ (TN+TP+FN+FP))  
recall = TP/(TP+FN) 
F-measure = (2*recall *precision) I (recall + precision), 
sensitivity = TP/(TP+FN) = recall, 
specificity = TN/(FP+ TN). 
Step1 Now we find out Centroid,We select weka 3.6.2 in cluster. 

 
Fig6.1: Select Cluster 

Perform robust tests based on the custom configurations; and detection rate, accuracy, false alarm  The performance of intrusion 
detection systems of and time build to model.  
Result for classification using j48 j48 working for module. When applying j48 on kdd  dataset result are as given below 
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Figure 6.2: Confusion matrix for J48 

 

 
Figure6.3: Cost analysis of J48 for class Normal 

 

 
Figure6.4: Cost analysis of J48 for class Anomaly 
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B. Result For Classification Using Naïve Bayes  
Classifier Naïve Bayes algorithm is applied on KDD   dataset . result shown as below on figure .   

 
Figure6.5: Confusion matrix for native bays 

 

 
Figure6.6 : Cost analysis of Native Bays for class Normal 

 

 
Figure6.7  : Cost analysis of Native Bays for class anomaly 
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generate classifier using Bayesian technique  and J48 classifiers with default settings .data mining tools [19] are used and five-fold 
cross-validation.   Bayesian classifier, shows its confusion matrix and  shows the results provide more informative evaluation of 
classifier performance  is  calculate in in classifier  that the following when dealing with confusion matrix formula : recall, precision 
(prec.), F-measures, sensitivity, and specificity [5], which are defined  as]  

VI. CONCLUSION 
In this paper provided a detailed study of IDS that occurred in Data Mining. . Thus there will likely be obstacle in developing an 
effective solution Intrusion detection systems using have been an area of active research for above fifteen years. Current industrial 
intrusion detection systems make use of misuse detection. As such, they completely are short of the ability to detect new attacks. It 
is impossible to prevent security violation completely by using the exciting security technology. Accordingly, Intrusion Detection is 
an important component of network security 
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