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Abstract: Digital arithmetic operations are the most important in the design of Digital Signal Processing (DSP) and application specific systems. Multiplication is the most basic arithmetic operations and the multipliers plays significant role in various arithmetic operations in digital processing applications such as digital filtering, digital communications and spectral analysis. A fast and accurate operation of a digital system is greatly influenced by the performance of different multipliers using different methodology. Emerging trends in low power made attention towards the search of low power, high speed and area efficient multipliers architecture. This paper presents the study on some important multiplier techniques.

Keywords: High Speed, Low power, Area efficient, Multipliers, VLSI

I. INTRODUCTION

Computer industry creates every time faster-computing components due to the advances in Integrated Circuits (ICs) technology. Every time better chip fabrication and sophisticated computing design techniques are available to be used which create architectural innovation with an efficient use of technology improvements. However, with several improvement techniques of integrated circuits, parameters including latency, power consumption, silicon die and temperature of the chip are continuing to be major challenging of integrated circuit designers.

The design of high-speed, area efficient and low-power VLSI architecture needs efficient arithmetic processing units. In the design of systems using digital signal processing and other applications multiplier is an important basic building block. The basic multiplication algorithm which operates on positive n-bit long integers X and Y resulting in the product P which is 2n bit long given as

\[ P = X \times \sum_{i=0}^{n-1} y_i r_i \]  

This expression indicates that the multiplication process is performed by summing n terms of a partial product \( P_i \). The \( i^{th} \) term of \( P_i \) is obtained by arithmetic left shift of X value for I positions and multiplication by single digit \( y_i \). For the binary radix (\( r=2 \)), \( y_i \) is 0 or 1 and multiplication by the digit \( y_i \) is very simple to perform. The addition of ‘n’ terms can be performed by, sequentially adding partial products using an adder ‘n’ times or can be performed at once, by passing the partial products through a network of adders.

The straight forward way to implement a multiplication is based on an iterative adder-accumulator. This multiplier is called serial multiplier [4] and shown in Fig. 1. This solution is quite slow because the final result is available after ‘n’ clock cycles, where ‘n’ is the size of the operands. The serial multipliers are used where area and power are of utmost importance and increased delay can be tolerated. The multiplier and multiplicand inputs are arranged such that they synchronized with the circuit behavior. Depending on the length of the multiplier and multiplicand, the inputs can be presented at different rates. Two clock signals are used, one for data and other for reset operation. The drawback of this multiplier algorithm is not suitable for large values of multiplier and multiplicand.
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A faster version of iterative multiplier should add partial products at once. This could be achieved by unfolding the iterative multiplier and yielding a combinational circuit. The combinational circuit consists of several partial product generators with several adders that operate in parallel [6]. This multiplier is called parallel multiplier and shown in the Fig. 2.

The multiplication process has three main steps are partial product generation, partial product reduction and final addition of the sum and carry [9]. Many techniques are available to perform binary multiplication and the algorithm selection is based upon factors such as design complexity, throughput and latency. More efficient parallel approach uses some sort of array or tree of full adders to sum partial products. Array multiplier, Booth Multiplier, Wallace Tree and Dadda multipliers are some of the standard approaches to have hardware implementation of binary multiplier which are suitable for VLSI implementation at CMOS level.

A. Array Multiplier

Array multiplier is a form of combinational multipliers. Multiplication of binary numbers can be performed by using a combinational circuit that forms the product bit all at once and achieves fast way of multiplication. The reason is, delay is the only due to the signals to propagate through the gates that forms the multiplication array. It can be implemented by mapping the manual multiplication into hardware. The partial products are accumulated by an array of adder circuits. An n x n array multiplier requires n(n-1) adders and n^2 AND gates. It is a regular structure multiplier and performs the multiplication process in traditional way. Because of regular structure it is easy of layout and design. Add and shift algorithm is employed in an array multiplier. Implementation of the array multiplier is simple but it requires larger area with considerable delay than any other method [7]. In Fig. 3, PPx(y) denotes partial product, P denotes product, x denotes row number and y denotes bit number.
Array Multiplier consumes more power and requires larger number of gates. Due to larger gate components area is also increased. It is a fast multiplier but hardware complexity is high [7]. The array multiplier performance is slower compared to the Booth, Wallace and Dadda multipliers.

Fig. 3 4 x 4 Array Multiplier

B. Booth Multiplier

Booth’s algorithm is widely used to implement the software or hardware multipliers because it reduces the number of partial products generation. It can be used for both signed-magnitude numbers and 2’s complement numbers with no need for a correction term. Modified version of the Booth algorithm is proposed by Mac Sorley, in which three bits are scanned. The Booth-Mac Sorley algorithm, also called as the Modified Booth algorithm or the Booth algorithm can be generalized to any radix. Radix-4 Booth encoding technique has the advantage of reducing the number of partial products by one half regardless of inputs. The recoding is performed within two steps such as encoding and selection. The encoding process scans the triplet of multiplier bits and defines the respective operation to be performed on the multiplicand. This method is an application of a sign-digit representation in radix-4. For example, a 3-bit recoding would require the following set of digits to be multiplied by the multiplicand: 0, +1, -1, +2, (-2). Booth multiplication preserves the sign of the result and also allows for smaller, faster multiplication [1].

The following methods are followed in Booth’s multiplication process,

Right Shift Circulant (RSC) is nothing but shifting the bit position. In a string of binary numbers, shift to the right one bit position and takes the last bit in the string and append it to the beginning of the string. For example: 101101, after right shift circulant the result is 110110.

Right Shift Arithmetic (RSA) is where you add 2 binary numbers together and shift the result to the right 1 bit position. Then shift all bits right and put the first bit of the result at the beginning. For example: 0101 + 0011 = 1000 = 11000.

Booth Multiplier can be used in three distinct modes such as radix-2, radix-4, radix-8 etc. Of this, Radix-4 Booth’s algorithm is most widely because of number of partial products is reduced to n/2 [1].

1) Radix-2 Booth Multiplier: In Booth’s algorithm, the most important step is the booth recoding. Recode the multiplier Y, to a recoded value Z and the multiplicand X remain unchanged. Booth recoding, replace string of 1’s by 0’s. In Booth recoding, each digit of the multiplier can assume negative as well as positive and zero values. There is a special notation, called signed digit encoding to express the signed digits. In SD encoding +1 and 0 are expressed as 1 and 0, but -1 is expressed as 2’s complement of 1. For example, the value of string of five 1’s, 11111 = 25 -1 = 100001 = 32 -1 = 31. Hence if this number were to be used as multiplier in a multiplication, instead of five additions, only one addition and one subtraction is required. The recoding procedures are [1]
2) Move from LSB to MSB, replace each 0 digit of the original number with a digit 0 in the recoded number until digit 1 is encountered.

3) When digit 1 is encountered, insert digit 1 at that position in the recoded number, and skip over any succeeding 1’s until digit 0 is encountered.

4) Replace that digit 0 with digit 1 and continue. The algorithm is expressed in tabular form in Table 1. Pairs of numbers are \(Y_i\), \(Y_{i-1}\) and recoded digit \(Z_i\). Fig. 4 shows the example for bit pairing as per Booth recoding [11].

![Example for Bit Pairing as per Radix-2 Booth Recoding](image)

**TABLE 1**

<table>
<thead>
<tr>
<th>(Y_i)</th>
<th>(Y_{i-1})</th>
<th>(Z_i)</th>
<th>Multiplier Value</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>String of 0’s</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>+1</td>
<td>End of String 1’s</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>Begin of string 1’s</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>String of 1’s</td>
</tr>
</tbody>
</table>

The drawbacks of radix-2 booth recoding are, difficult to design parallel multipliers because the number of add or subtract operation becomes variable. Algorithm becomes inefficient if there are isolated 1’s.

5) **Radix-4 Modified Booth Multiplier:** Using radix-4 booth multiplier, number of partial products can be reduced by half. MBE generates at most \(N/2\) partial products, where \(N\) is the number of bits. It compares three bits at a time with overlapping technique. The algorithm is as follows [1],

the LSB with one zero.

If \(n\) is even pad the MSB with two zeros else pad it with 1 zero.

Divide the multiplier into overlapping group of 3-bits.

Determine the partial products scale factor from the recoding table.

Compute the multiplicand multiples which is nothing but partial products.

The most common modified booth’s recoding scheme is used with the digit set \{-2, -1, 0, 1, 2\} and shown in the Table 2. In radix-4, grouping starts from the LSB, and the first block uses only two bits of the multiplier and assumes a reference bit 0 for the third bit and shown in Fig. 5 [11].

![Example for Bit Pairing as per Radix-4 Modified Booth Recoding](image)

**TABLE 2**

<table>
<thead>
<tr>
<th>Bits of Multiplier B</th>
<th>Encoding operation on Multiplicand A</th>
<th>Partial Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Y_{i+1}) (Y_i) (Y_{i-1})</td>
<td>0</td>
<td>(M \times 0)</td>
</tr>
<tr>
<td>0 0 0</td>
<td>+B</td>
<td>(M \times 1)</td>
</tr>
<tr>
<td>0 1 0</td>
<td>+B</td>
<td>(M \times 1)</td>
</tr>
<tr>
<td>0 1 1</td>
<td>+2B</td>
<td>(M \times 2)</td>
</tr>
</tbody>
</table>
C. Wallace Tree Multiplier

C.S. Wallace (1964) proposed a fast technique to perform multiplication. Wallace tree multiplier offers faster performance for large operands. Unlike an array multiplier, the partial product matrix for a tree multiplier is arranged in a tree-like format, thereby reducing both the critical path and the number of adder cells. Wallace tree is an efficient hardware implementation of a digital circuit. Wallace trees are irregular structure. It consists of three stages. In the first stage, partial product matrix is formed. In the second stage, this partial product matrix is reduced to a height of two. In the third stage, these two rows are combined using adder [12]. Fig. 6 shows the tree structure of the partial product matrix. In this type of multiplier, partial products are reduced as soon as possible. But the number of half adders and full adders required for the partial product reduction is high. It uses more number of gates for partial product reduction.

The underlying principle of the Wallace tree multiplier is to achieve partial product accumulation by successively reducing the number of bits of information in each column using full adders or half adders. The full adder is known as (3:2) compressor and half adder as (2:2) compressor [5]. The Wallace tree consists of numerous levels of such column compression structures. Fig. 7 shows the dot diagram of 8-bit Wallace tree multiplier. To reduce the partial product matrix as quickly into the final product, this type of multiplier uses as much hardware as possible [3].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Partial Product Matrix</th>
<th>Reorganized Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-2B</td>
<td>M * -2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>-B</td>
<td>M * -1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-B</td>
<td>M * -1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>M * 0</td>
</tr>
</tbody>
</table>

Fig. 6 Tree Structure of Partial Product Matrix

Fig. 7 Dot Diagram of 8-bit Wallace Tree Multiplier
D. Dadda Multiplier

Dada methodology is used to minimize the number of adder stages and therefore the delay can be greatly minimized. In the partial product addition stage, the partial product matrix is reduced to a height of two. In this stage, the Dadda methodology uses parallel (n, m) counters. A (n, m) parallel counter has n inputs and produce m outputs which gives a binary count of the number of 1’s present at the inputs. Dadda multipliers use a minimal number of (3, 2) and (2, 2) counters at each level during the compression to achieve the required reduction [2].

The dot diagram is shown in Fig. 8 shows this algorithm implemented for an 8 by 8 multiplier. In this, four reduction levels are required with the matrix heights of 6, 4, 3, and 2. In the Fig. 8, two dots joined by a diagonal line indicate that these dots are the outputs from a (3, 2) counter. Similarly, two dots joined by a crossed diagonal line indicate that these two dots are the outputs from a (2, 2) counter. It requires totally 35 (3, 2) counters and 7 (2, 2) counters to reduce the partial products. The number of (3, 2) and (2, 2) counters required for a Dadda multiplier depends on N, the number of bits of the operands [2]. Dadda multipliers require fewer (3, 2) and (2, 2) counters during the compression stage than the corresponding Wallace multipliers.

\[
\begin{align*}
(3, 2) \text{ counters} &= N^2 - 4N + 3 \\
(2, 2) \text{ counters} &= N - 1
\end{align*}
\] (2) (3)

The reduction procedure is in [2],

Let \(d_1 = 2\) and \(d_{j+1} = [1.5 \times d_j]\), \(d_j\) is the height of the matrix for the \(j^{th}\) stage. Repeat until the largest \(j^{th}\) stage is reached in which the original \(N\) height matrix contains at least one column which has more than \(d_j\) dots.

In the \(j^{th}\) stage from the end, place (3, 2) and (2, 2) counters as required to achieve a reduced matrix. Only columns with more than \(d_j\) dots or which will have more than \(d_j\) dots as they receive carries from less significant (3, 2) and (2, 2) counters are reduced.

Let \(j = j - 1\) and repeat step (b) until a matrix with a height of two is generated. This should occur when \(j = 1\).

III. COMPARISON RESULTS

The comparative study of the above discussed multipliers is listed in the Table 3. The area, delay and power is calculated using Xilinx FPGA Spartan 2E, FG676 – XC2S600E. The respective values of area, delay, power, speed, PDP and EDP for 8-bit is given in the Table 4 and the parameter comparison chart diagram is also shown in the Fig.9 for Array, Modified Booth Encoding (MBE) multiplier, Wallace and Dadda multipliers.

Speed is calculated from delay, \(\text{Speed} = (1/\text{Delay})\) [8].

PDP is calculated from power and delay, unit is ‘fWs’ where f denotes ‘femto’. \(\text{PDP} = (\text{Power} \times \text{Delay})\) [8].

EDP is calculated from PDP and delay, unit is ‘yWs^2’ where y denotes ‘yocto’. \(\text{EDP} = (\text{PDP} \times \text{Delay})\) [8].

<table>
<thead>
<tr>
<th>Type of Multiplier</th>
<th>Delay</th>
<th>Structure</th>
<th>Complexity</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array</td>
<td>Linear</td>
<td>Regular</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>MBE</td>
<td>Non-Linear</td>
<td>Regular</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Wallace</td>
<td>Logarithmic</td>
<td>Irregular</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Dadda</td>
<td>Logarithmic</td>
<td>Irregular</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>
### TABLE 4
PARAMETERS VALUE COMPARISON OF MULTIPLIERS

<table>
<thead>
<tr>
<th>Types of Multiplier (8-bit)</th>
<th>Delay (ns)</th>
<th>Power (mW)</th>
<th>Area (µm²)</th>
<th>Speed (GHz)</th>
<th>PDP (fWs)</th>
<th>EDP (µW²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array</td>
<td>48.952</td>
<td>132</td>
<td>979.96</td>
<td>0.0204</td>
<td>6.461</td>
<td>316.28</td>
</tr>
<tr>
<td>MBE</td>
<td>46.635</td>
<td>128</td>
<td>850.23</td>
<td>0.0214</td>
<td>5.969</td>
<td>278.36</td>
</tr>
<tr>
<td>Wallace</td>
<td>36.893</td>
<td>118</td>
<td>910.04</td>
<td>0.0271</td>
<td>4.353</td>
<td>160.60</td>
</tr>
<tr>
<td>Dadda</td>
<td>35.040</td>
<td>104</td>
<td>900.67</td>
<td>0.0285</td>
<td>3.644</td>
<td>127.69</td>
</tr>
</tbody>
</table>

---

**Bar Charts**

- **Delay**
  - Array vs. MBE vs. Wallace vs. Dadda

- **Power**
  - Array vs. MBE vs. Wallace vs. Dadda

- **Area**
  - Array vs. MBE vs. Wallace vs. Dadda

- **Speed**
  - Array vs. MBE vs. Wallace vs. Dadda

- **PDP**
  - Array vs. MBE vs. Wallace vs. Dadda

- **EDP**
  - Array vs. MBE vs. Wallace vs. Dadda
Fig. 9 Parameters Comparison Chart Diagrams for Multipliers

IV. CONCLUSIONS

In this paper, various multiplier architectures are explained briefly. The Booth multiplier requires less area compared to other types of multipliers. For better power and delay, Dadda multiplier is more efficient than the other multiplier methods. To achieve better optimization, area efficient, delay and low power consumption, the combination of Booth and Dadda multiplier gives better result.
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