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Abstract: In this paper, a new product-type estimator is proposed and is compared with the Bahl and Tuteja,s product-type 
exponential estimator and the customary product estimator from the standpoint of bias and mean square error with large sample 
approximations. While the newly proposed estimator is found to be equally efficient with the Bahl and Tuteja’s product type 
exponential estimator to the first degree of approximation, the same, to the second degree of approximation, fares better than the 
usual product estimator and Bahl and Tuteja’s estimator under certain conditions. 
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I. INTRODUCTION 

The use of information on auxiliary character to improve estimates of population parameters of the study variable is a common 

phenomenon in sample surveys, especially when there is a linear relationship between the study and auxiliary variables. In survey 

sampling, when the study variable y is negetively correlated with the auxiliary variable x and complete information on x is 

available,  the  product  method  of  estimation  is  followed  to  estimate  the  population  mean  (Ȳ)  or  the  population  total  (Y)  .The 

conventional   product estimator given by Murthy (1967) is defined as 𝑦ത௣ = ௬ത௫̅௑ത ,  
 
where 𝑦ത and 𝑥̅ are sample means of 𝑦 and 𝑥 ,respectively, and 𝑋ത, the population mean of 𝑥. The product estimator 𝑦ത௉ envisages 

advanced knowledge of 𝑋ത. The bias and mean square error of 𝑦ത௉ to 𝑂(1 𝑛⁄ ) are given by  𝐵(𝑦ത௉ = 𝜃𝑌ത𝐶ଵଵ)  𝑀𝑆𝐸(𝑦ത௉) = 𝜃𝑌തଶ(𝐶ଶ଴ + 𝐶଴ଶ + 2𝐶ଵଵ), 

where  𝜃 = ேି௡(ேିଵ)௡,  𝐶௥௦ = ∑ (௬೔ି௒ത)ೝ(௫೔ି௑ത)ೞ೔ಿసభ ே௒തೝ௑ത ೞ ;  𝑟, 𝑠 = 0,1,2 

The product estimator 𝑦ത௉ is   biased and the bias decreases with increase in sample size. In large samples 𝑦ത௉ is more efficient 

than the mean per unit estimator 𝑦ത if  𝑘 = 𝜌ට஼మబ஼బమ < − ଵଶ  or if 𝜌 < − ଵଶ  when  𝐶ଶ଴ = 𝐶଴ଶ, 𝜌 being the correlation coefficient between 𝑦 and  𝑥.  

Bahl and Tuteja (1991) have suggested a product-type exponential estimator given by 𝑦ത஻்௉ = 𝑦തexp ቀ௫̅ି௑ത௫̅ା௑തቁ.  
To  𝑂(1 𝑛⁄ ), the bias and mean square error of 𝑦ത஻்௉ are given by 𝐵(𝑦ത஻்௉) = 𝜃𝑌ത ቀଵଶ 𝐶ଵଵ − ଵ଼ 𝐶଴ଶቁ  

and  𝑀𝑆𝐸(𝑦ത஻்௉) =  𝜃𝑌തଶ ቀ𝐶ଶ଴ + ଵସ 𝐶଴ଶ + 𝐶ଵଵቁ. 

Thus,  𝑦ത஻்௉ is more efficient than  𝑦ത௉ and  𝑦ത  if  − ଷସ < 𝑘 < − ଵସ . 
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                                       II.  A NEW PRODUCT-TYPE ESTIMATOR, ITS BIAS AND MEAN SQUARE ERROR 

Following Swain (2014), we propose a new product-type estimator using square root transformation as 

                                                                                          𝑦തௌொ௉ = 𝑦ത ቀ௫̅௑തቁଵ ଶ⁄ .                                                                              (2.1)                                                                                                                        

    For the purpose of obtaining the bias and mean square error of 𝑦തௌொ௉ , we write that 𝑦ത = 𝑌ത(1 + 𝑒଴) and 𝑥̅ = 𝑋ത(1 + 𝑒ଵ) with 𝐸(𝑒଴) =𝐸(𝑒ଵ) = 0, 𝑉(𝑒଴) = 𝜃𝐶ଶ଴, 𝑉(𝑒ଵ) = 𝜃𝐶଴ଶ  and  𝐶𝑜𝑣(𝑒଴, 𝑒ଵ) = 𝜃𝐶ଵଵ. Expanding 𝑦തௌொ௉ in power series with the assumption that |𝑒ଵ| < 1 
for all possible samples and retaining terms up to and including degree four in 𝑒଴ and 𝑒ଵ, we have arrived at the expressions for bias 
and mean square error  as  𝐵൫𝑦തௌொ௉൯ = 𝑌ത ேି௡ேିଵ ଵ௡ ቂቀଵଶ 𝐶ଵଵ − ଵ଼ 𝐶଴ଶቁቃ + 𝑌ത ேି௡ேିଵ ଵ௡ ቂ஺௡ ቀ ଵଵ଺ 𝐶଴ଷ − ଵ଼ 𝐶ଵଶቁ + ஻௡మ ቀ ଵଵ଺ 𝐶ଵଷ − ହଵଶ଼ 𝐶଴ସቁ + ଷ஽௡మ ቀ ଵଵ଺ 𝐶ଵଵ𝐶଴ଶ − ହଵଶ଼ 𝐶଴ଶଶቁቃ          (2.2)          and 𝑀𝑆𝐸൫𝑦തௌொ௉൯ = ேି௡ேିଵ ଵ௡ ቂቀ𝐶ଶ଴ + ଵସ 𝐶଴ଶ + 𝐶ଵଵቁቃ + 𝑌തଶ ேି௡ேିଵ ଵ௡ ቂ஺௡ ቀଵସ 𝐶ଵଶ + 𝐶ଶଵ − ଵ଼ 𝐶଴ଷቁ +  ஻௡మ ቀ ହ଺ସ 𝐶଴ସ − ଵ଼ 𝐶ଵଷቁ + ஽௡మ ቀଵହ଺ସ 𝐶଴ଶଶ − ଷ଼ 𝐶ଵଵ𝐶଴ଶቁቃ ,              
                                                                                                                                                                                                          (2.3) 

where      𝐴 = ேିଶ௡ேିଶ  ,  𝐵 = ேమାேି଺௡ேା଺௡మ(ேିଶ)(ேିଷ)   and  𝐷 = ே(ேି௡ିଵ)(௡ିଵ)(ேିଶ)(ேିଷ) . 

III. BIAS AND MEAN SQUARE ERROR OF  𝒚ഥ𝑩𝑻𝑷  AND 𝒚ഥ𝑷 

Expanding  𝑦ത஻்௉ in power series with the same assumptions used in the expansion of  𝑦തௌொ௉ and retaining terms up to and 

including degree four in 𝑒଴ and 𝑒ଵ, we have  𝐵(𝑦ത஻்௉) = 𝑌ത ேି௡ேିଵ ଵ௡ ቂቀଵଶ 𝐶ଵଵ − ଵ଼ 𝐶଴ଶቁቃ + 𝑌ത ேି௡ேିଵ ଵ௡ ቂ஺௡ ቀ ଵସ଼ 𝐶଴ଷ − ଵ଼ 𝐶ଵଶቁ + ஻௡మ ቀ ଵସ଼ 𝐶ଵଷ +   ଵ ଷ଼ସ 𝐶଴ସቁ + ଷ஽௡మ ቀ ଵସ଼ 𝐶ଵଵ𝐶଴ଶ + ଵଷ଼ସ 𝐶଴ଶଶቁቃ        (3.1)                      

and 𝑀𝑆𝐸(𝑦ത஻்௉) = 𝑌തଶ ேି௡ேିଵ ଵ௡ ቂቀ𝐶ଶ଴ + ଵସ 𝐶଴ଶ + 𝐶ଵଵቁቃ + 𝑌തଶ ேି௡ேିଵ ଵ௡ ቂ஺௡ ቀଵସ 𝐶ଵଶ + 𝐶ଶଵ −    ଵ଼ 𝐶଴ଷቁ +  ஻௡మ ቀ ଻ଵଽଶ 𝐶଴ସ − ହଶସ 𝐶ଵଷቁ + ஽௡మ ቀ ଻଺ସ 𝐶଴ଶଶ −                                                                                                                                                                                                  ହ଼ 𝐶ଵଵ𝐶଴ଶቁቃ .           (3.2)               
 .  
Again 
           𝐵(𝑦ത௉)= 𝑌ത ேି௡ேିଵ ଵ௡ 𝐶ଵଵ = 𝜃𝑌ത𝐶ଵଵ                                                                                                                                  (3.3)      

And  𝑀𝑆𝐸(𝑦ത௉) = 𝑌തଶ ேି௡ேିଵ ଵ௡ ቂ(𝐶ଶ଴ + 𝐶଴ଶ + 2𝐶ଵଵ) + ଶ஺௡ (𝐶ଵଶ + 𝐶ଶଵ) + ஻௡మ 𝐶ଶଶ +  ஽௡మ (𝐶ଶ଴𝐶଴ଶ + 2𝐶ଵଵଶ )ቃ.                                          (3.4) 

Under assumption of bivariate normality of (𝑦, 𝑥) and equality of coefficients of variation of 𝑦 and 𝑥, i.e, 𝐶ଶ଴ = 𝐶଴ଶ, it may be shown 
that 
                                                             𝑀𝑆𝐸(𝑦ത௉) = 𝑌തଶ ஼బమ௡ ቂ2(1 + 𝜌) + ஼బమ௡ (1 + 2𝜌ଶ)ቃ                                                                (3.5)                

                                                           𝑀𝑆𝐸(𝑦ത஻்௉) = 𝑌തଶ ஼బమ௡ ቂቀହସ + 𝜌ቁ + ஼బమ௡ ቀ ଻଺ସ − ହ଼ 𝜌ቁቃ                                                                 (3.6) 

                                                          𝑀𝑆𝐸൫𝑦തௌொ௉൯ = 𝑌തଶ ஼బమ௡ ቂቀହସ + 𝜌ቁ + ஼బమ௡ ቀଵହ଺ସ − ଷ଼ 𝜌ቁቃ                                             (3.7) 
 

IV. COMPARISON OF EFFICIENCY 

             (1) Considering terms up to 𝑂(1 𝑛⁄ ), 𝑀𝑆𝐸(𝑦ത௉) = 𝜃𝑌തଶ(𝐶ଶ଴ + 𝐶଴ଶ + 2𝐶ଵଵ)  𝑀𝑆𝐸൫𝑦തௌொ௉൯ = 𝑀𝑆𝐸(𝑦ത஻்௉) = 𝜃𝑌തଶ ቀ𝐶ଶ଴ + ଵସ 𝐶଴ଶ + 𝐶ଵଵቁ  

Now,                                                          𝑀𝑆𝐸(𝑦ത௉) − 𝑀𝑆𝐸൫𝑦തௌொ௉൯ = 𝜃𝑌തଶ ቀଷସ 𝐶଴ଶ + 𝐶ଵଵቁ.  
It is thus evident that, to  𝑂(1 𝑛)⁄ , both the estimators 𝑦ത஻்௉ and  𝑦തௌொ௉ , being  equally efficient, are more efficient than 𝑦ത௉ 

if  ஼భభ஼బమ > − ଷସ 

or 𝑘 > − ଷସ , 
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and more efficient than 𝑦ത if 𝑀𝑆𝐸൫𝑦തௌொ௉൯ < 𝑀𝑆𝐸(𝑦ത) 

or 𝑘 < − ଵସ . 

Hence,  𝑦തௌொ௉  and 𝑦ത஻்௉ are more efficient than both 𝑦ത௉ and 𝑦ത if  

                                                                                − ଷସ < 𝑘 < − ଵସ                                                                                                   (4.1) 

(2) To 𝑂(1 𝑛ଶ⁄ ) and for large 𝑁, the difference 𝑀𝑆𝐸(𝑦തௌொ௉) − 𝑀𝑆𝐸(𝑦ത஻்௉) = 𝑌തଶ ଵସ௡మ ቀଵଶ 𝐶଴ଶଶ + 𝐶ଵଵ𝐶଴ଶቁ  

Indicates   that  𝑦തௌொ௉  will be  more efficient than 𝑦ത஻்௉ if ஼భభ஼బమ < − ଵଶ    

or 𝑘 < − ଵଶ ,  when 𝐶ଶ଴ = 𝐶଴ଶ.                                                                                    (4.2) 

Under the assumptions of bivariate normality of 𝑦 and 𝑥 and  𝐶ଶ଴ = 𝐶଴ଶ,  we have 

                                                𝑀𝑆𝐸(𝑦ത஻்௉) − 𝑀𝑆𝐸(𝑦ത௉) = 𝑌തଶ ଵ௡ 𝐶଴ଶ ቂቀ− ଷସ − 𝜌ቁ + ஼బమ௡ ቀ− ହ଻଺ସ − ହ଼ 𝜌 − 2𝜌ଶቁቃ                                    (4.3) 

                                               𝑀𝑆𝐸൫𝑦തௌொ௉൯ − 𝑀𝑆𝐸(𝑦ത௉) = 𝑌തଶ ଵ௡ 𝐶଴ଶ ቂቀ− ଷସ − 𝜌ቁ + ஼బమ௡ ቀ− ସଽ଺ସ − ଷ଼ 𝜌 − 2𝜌ଶቁቃ                                     (4.4) 

So, 𝑦തௌொ௉  will be  more efficient than 𝑦ത௉ if 

 𝜌 > − ଷସ                                                                                          (4.5) 

Hence, 𝑦തௌொ௉ and 𝑦ത஻்௉ will be  more efficient than 𝑦ത௉  iff 

                                                                              − ଷସ < 𝜌 < 0                                                                                                        (4.6) 
Further,  𝑦തௌொ௉  will be more efficient than 𝑦ത஻்௉ if 

                                                                               𝜌 < − ଵଶ                                                                                                               (4.7) 

Thus, from the condition (4.6) and (4.7), 𝑦തௌொ௉  will be more efficient than both 𝑦ത஻்௉ and 𝑦ത௉ if 

                                                                         − ଷସ < 𝜌 < − ଵଶ.                                                                                                (4.8) 

V. NUMERICAL ILLUSTRATION 
For the purpose of numerical illustration, we refer to Weisberg (1980) wherein the following information in respect of a real 
population   is given: 
The variables are 𝑦: PA=1 if principal arterial highway, 0 otherwise. 𝑥: MA=1 if minor arterial highway, 0 otherwise. 

and 𝑁 =  39, 𝑛 =  10, 𝑌ത =  0.4872,   𝐶𝑦2 =  1.0802,   𝐶𝑥2 =  1.0533, 𝜌 =  −0.69. 
Comparison of mean square error and their relative efficiency 

Pop. 
No. 

𝑀𝑆𝐸൫𝑦തௌொ௉൯ቀ𝑌തଶ 1𝑛 𝐶଴ଶቁ  
𝑀𝑆𝐸(𝑦ത஻்௉)ቀ𝑌തଶ 1𝑛 𝐶଴ଶቁ  

𝑀𝑆𝐸(𝑦ത௉)ቀ𝑌തଶ 1𝑛 𝐶଴ଶቁ ቄ𝑀𝑆𝐸(𝑦ത௉) ቀ𝑌തଶ 1𝑛 𝐶଴ଶቁൗ ቅቄ𝑀𝑆𝐸൫𝑦തௌொ௉൯ ቀ𝑌തଶ 1𝑛 𝐶଴ଶቁൗ ቅ× 100 

ቄ𝑀𝑆𝐸(𝑦ത௉) ቀ𝑌തଶ 1𝑛 𝐶଴ଶቁൗ ቅቄ𝑀𝑆𝐸(𝑦ത஻்௉) ቀ𝑌തଶ 1𝑛 𝐶଴ଶቁൗ ቅ× 100 
1 0.6612 0.6709 1.0208 154.3860 152.1538 
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VI. CONCLUSION 
To 𝑂 ቀଵ௡ቁ,  𝑦തௌொ௉ and 𝑦ത஻்௉  are equally efficient and more efficient than both 𝑦ത௉ and 𝑦ത if − ଷସ < 𝑘 < − ଵସ. Again under the assumptions of 

bivariate normality of (𝑦, 𝑥) and equality of coefficients of variation of 𝑦  and   𝑥,  𝑦തௌொ௉  is, to 𝑂 ቀ ଵ௡మቁ,  more efficient than both 𝑦ത஻்௉ 

and 𝑦ത௉  if  − ଷସ < 𝜌 < − ଵଶ . 
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