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Abstract: Many algorithms in the literature have been targeting the work flow scheduling problem, however, handful efficient 
solutions have been proposed. This paper proposed an ACO (Ant colony optimization) algorithm based on the real ant behaviour 
and it’s a new heuristic algorithm to solve combinational optimization problems. We use intelligence optimization ant colony 
optimization. This is initialized by Pareto distribution. ACO is used to converge the decision of Virtual Machine (VM) migration 
by its convergence to minima of cost and time. Workflow scheduling is the most important part of cloud computing, because 
based on the different criteria it decides cost execution and time execution. ACO performs better in comparison to GA for 
reduction of cost and time because of the random crossover. 
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I. INTRODUCTION 
These days, Cloud computing is a developing zone in distributed computing that conveys progressively versatile administrations on 
demand over the web through the equipment and programming virtualization. The greatest preferred standpoint of the cloud is its 
adaptability to rent and discharge resources according to the client necessity. Besides, the cloud supplier offers two sorts of plans to 
be specific on demand short-term plan and long-term reservation plan. It has good framework i.e. Scalability, Transparency, 
Security and Monitoring [1]. 

II. APPROACH 
For the implementation, we have used the tools java, programming language JDK 1.8, eclipse. Eclipse is an integrated development 
environment (IDE) used in computer programming, and is the most widely used java IDE. 

III.  IMPLEMENTATION AND RESULT 
A. Basic ACO Algorithm 
The Ant algorithm was introduced by Dorrigo M. in 1996 based on the real ant behaviour and it’s a new heuristic algorithm to solve 
combinational optimization problems. Investigations have shown that ants have the ability to find food in an optimal path between 
the food and nest. With the ant motion some pheromone is released on ground, previous laid trail is encountered by isolated ant is 
being detected and follow with a higher probability. The ant’s probability of choosing the way depends upon the pheromone 
concentration on that way. Higher the pheromone concentration, higher will be the probability of that way adoption.  An optimal 
way can be found by utilizing this positive mechanism of feedback. The steps of ant colony optimization algorithm are given below: 
1) Algorithm 1: 
a) Step 1: Parameters is set, pheromone trails are initializing. 
b) Step 2: On path segments, the virtual trail is accumulated. 
c) Step 3 : ACO- Construct ant solutions  
From node i to node j an ant will move with probability 

Pi,j=(ָ ) 

Where, 
On edge i ,j the amount of pheromone is Ti,j  
To control the influence of Tijα is a parameter 
In edge i,j (typically 1/di j) n i j is the desirability  
To control the influence of n i j β is a parameter 
d) Step 4: ACO –Pheromone update  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor :6.887 

                  Volume 6 Issue I, January 2018- Available at www.ijraset.com 
     

672 ©IJRASET (UGC Approved Journal): All Rights are Reserved 
 

According to the equation amount of pheromone is updated 
T ij=(1-p)Tij+∆τi,j 

According to the equation amount of pheromone is updated 
τi,j = (1 − ρ)τi,j + ∆τi,j 

Where, 

On a given edge I ,j the amount of pheromone is τi,j 

ρ is the rate of pheromone evaporation is ρ 
The amount of pheromone deposited is ∆τi,j, typically given by 

 
Where, 
The cost of the kth ant’s tour (typically length) is Lk. 

B.  Proposed Workflow Scheduling ACO Algorithm  
With the above given ant algorithm characteristic utilization, the task can be scheduled. Similarly, new task can be carried out with 
the utilization of previous task scheduling result. The basic ideas of ACO algorithm is inherited in Workflow Scheduling-ACO 
algorithm for the reduction of execution time and cost. 
Firstly, input the workflow to the workflow simulator and parse the task from this workflow. Pareto distribution is followed by the task. 
On VMs, there is a pare to distribution of ants at the beginning and then, VMi pheromone values are initialized: 

Where 
Number of VMi processor 
Million instructions per second of each VMi processor 

VMi communication bandwidth ability 
Choosing VMs rule for next task: For next task, VMi choose by k-ant with probability defined as: 

 
Where 

Pheromone value of VMi at time T 
VMi computing capacity 

Ci can be defined as:  

 
lbiVMi load balancing factor for minimizing the degree of imbalance defined as: 

 
Where 

Virtual machine average execution time in the optimal path last iteration 
Expected execution time of VMi task 
is defined as: 

 
Where  

Total length of task submitted to VMi 
Task length before execution 
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Parameters controlling the relative weight of pheromone trail along with VMs computing capacity and load balancing. 
Once heavily loaded are some VMs becoming bottleneck in cloud influences the given task set make span. The load balancing 
factor lbi is defined in the ant algorithm for improving the capacity of lead balancing. Bigger the lbi, higher will be the probability of 
choosing means VMi comprehensive ability is greater now. 
Updating Pheromone: Ant Let  at any time T be the VMi pheromone intensity. The update of the pheromone is given by: 

 
Where 

Decay coefficient of pheromone trail 
The past solution impact will be less if value of  is greater. The  value is defined as: 
After the completion of ant tour, updating the local pheromone on VM visited and  value is given as: 

 
Where 

 K-ant searched shortest path length at ith iteration 
In case, the current optimal solution is found by the ant while completing its tour, larger intensity pheromone is laid on its tour and 
updating the global pheromone on VM visited and   value is given as: 

 
Where 
Current optimal solution 

dencouragement coefficient 
If the function is optimized then we analysis the cost and time of that function. 
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IV.  EXPERIMENTAL RESULT 

Result of GA and ACO using –SIPHT 

Ensemble GA ACO 

Size TET TEC Response Time TET TEC 
Response 
Time 

2 24.06 5723.855 0.01543485 4.59 4584.063 0.03872953 
4 40.16 10011.35 0.02542084 11.26 8605.69 0.06121714 
6 39.04 13521.19 0.0222077 15.13 12200.43 0.05127205 

8 55.98 13404.39 0.02757845 32.83 14277.19 0.05764191 

10 89.61 17549.09 0.02727286 27.77 16900.17 0.0473407 

12 64.5 20561.6 0.02593575 34.34 19939.58 0.04683594 

14 54.64 21713.64 0.02712497 34.06 22367.37 0.05854424 

16 61.21 25855.99 0.02958881 53.59 30163.12 0.06301173 

18 93.3 33493.56 0.03669985 74.36 33303.33 0.05073513 

20 71.03 34154.99 0.03308249 60.55 33057.34 0.05341777 
Table 4.1: Comparison table of GA and ACO using SIPHT 

 
Figure4.2: Comparison graph of TET of GA and ACO using SIPHT 
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Figure4.3: Comparison graph of TEC of GA and ACO using SIPHT 

 
Figure 4.4: Comparison graph of Response time of GA and ACO using SIPHT 

V. CONCLUSION 
 In this thesis  works on different workflows genome, cyber shake, LIGO, SIPHT etc on TET (total execution time) and TEC (total 
execution cost) parameter in different virtual machine or ensemble size. In this thesis use of two to twenty ensembles size and 
optimize by genetic algorithm and ant colony optimization. In experiment results, In GA when given the ensemble size-4, the value 
of TET is 40.16, the value of TEC is 10011.35 and response time is 0.02542084. In ACO ensemble size -4, the value of TET is 
11.26, TEC 8605.69 and response time 0.06121714.ACO reduces the average TET and TEC in different workflow.  So, the 
concluded that ACO optimize and converge workflow scheduling in cloud scenario. 
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