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Abstract: To achieve a secure and dependable cloud storage service, a flexible distributed storage integrity auditing mechanism,
utilizing the homomorphic token and distributed erasure-coded data. This allows users to audit the cloud storage with very
lightweight communication and computation cost. The auditing result not only ensures strong cloud storage correctness
guarantee, but also simultaneously achieves fast data error localization, i.e., the identification of misbehaving server. To support
secure and efficient dynamic operations on outsourced data, including block modification, deletion, and append. This approach
ensures efficient and resilient against Byzantine failure, malicious data modification attack, and even server colluding attacks.
In this storage have fault tolerance along with data integrity checking and recovery procedures become critical.
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I. INTRODUCTION

Several trends are opening up the era of cloud computing, which is an Internet-based development and use of computer technology.
The ever cheaper and more powerful processors, together with the Software as a Service (SaaS) computing architecture, are
transforming data centers into pools of computing service on a huge scale. The increasing network bandwidth and reliable yet flexible
network connections make it even possible that users can now subscribe high quality services from data and software that reside solely
on remote data centers.
In order to achieve the assurances of cloud data integrity and availability and enforce the quality of cloud storage service, efficient
methods that enable on-demand data correctness verification on behalf of cloud users have to be designed. However, the fact that users
no longer have physical possession of data in the cloud prohibits the direct adoption of traditional cryptographic primitives for the
purpose of data integrity protection. Hence, the verification of cloud storage correctness must be conducted without explicit
knowledge of the whole data files, Meanwhile, cloud storage is not just a third party data warehouse.
The data stored in the cloud may not only be accessed but also be frequently updated by the users, including insertion, deletion,
modification, appending, etc. Thus, it is also imperative to support the integration of this dynamic feature into the cloud storage
correctness assurance, which makes the system design even more challenging. Last but not the least, the deployment of cloud
computing is powered by data centers running in a simultaneous, cooperated, and distributed manner. It is more advantages for
individual users to store their data redundantly across multiple physical servers so as to reduce the data integrity and availability
threats. Thus, distributed protocols for storage correctness assurance will be of most importance in achieving robust and secure cloud
storage systems. However, such important area remains to be fully explored in the literature.
Cloud computing is the long dreamed vision of computing as a utility,where data owners can remotely store their data in the cloud to
enjoy on-demand high-quality applications and services from a shared pool of configurable computing resources. While data
outsourcing relieves the owners of the burden of local data storage and maintenance, it also eliminates their physical control of storage
dependability and security, which traditionally has been expected by both enterprises and individuals with high service-level
requirements.In order to facilitate rapid deployment of cloud data storage service and regain security assurances with outsourced data
dependability, efficient methods that enable on-demand data correctness verification on behalf of cloud data owners have to be
designed.

A. Our Contribution
CLOUD storage offers an on-demand data outsourcing service model, and is gaining popularity due to its elasticity and low
maintenance cost. However, security concerns arise when data storage is outsourced to third party cloud storage providers. It is
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desirable to enable cloud clients to verify the integrity of their outsourced data, in case their data have been accidentally corrupted or
maliciously compromised by insider/outsider attacks. One major use of cloud storage is long-term archival, which represents a
workload that is written once and rarely read. While the stored data are rarely read, it remains necessary to ensure its integrity for
disaster recovery or compliance with legal requirements. Since it is typical to have a huge amount of archived data, whole-file
checking becomes prohibitive. Proof of retrievability (POR) and proof of data possession (PDP) have thus been proposed to verify
the integrity of a large file by spot checking only a fraction of the file via various cryptographic primitives.

Suppose that we outsource storage to a server, which could be a storage site or a cloud-storage provider. If we detect corruptions in our
outsourced data (e.g., when a server crashes or is compromised), then we should repair the corrupted data and restore the original
data. However, putting all data in a single server is susceptible to the single point- of-failure problem and vendor lock-ins. As
suggested, a plausible solution is to stripe data across multiple servers. Thus, to repair a failed server, we can 1) read data from the
other surviving servers, 2) reconstruct the corrupted data of the failed server, and 3) write the reconstructed data to a new server. POR
and PDP are originally proposed for the single-server case. MR-PDP and HAIL extend integrity checks to a multi server setting using
replication and erasure coding, respectively. In particular, erasure coding (e.g., Reed- Solomon codes) has a lower storage overhead
than replication under the same fault.

II. RELATED WORK

The most recent and closely related work here, we consider the problem of checking the integrity of static data, which is typical in
long-term archival storage systems. This problem is first considered under a single server scenario [3], giving rise to the similar
notions POR and PDP, respectively. A major limitation of the above schemes Is that they are designed for a single-server setting. If the
server is fully controlled by an adversary, then the above schemes can only provide detection of corrupted data, but

cannot recover the original data.

This leads to the design of efficient data checking schemes in a multiserver setting. By striping redundant data across multiple
servers, the original files can still be recovered from a subset of servers even if some servers are down or compromised. Efficient data
integrity checking has been proposed for different redundancy schemes, such as replication, erasure coding ,and regenerating coding
.Specifically, although also consider regenerating-coded storage, there are key differences with our work.

First, their design extends the single-server compact POR scheme However, such direct adaptation inherits some shortcomings of the
single-server scheme such as a large storageoverhead, as the amount of data stored increases with amore flexible checking granularity
in Second, the storage scheme assumes that storage servers have encoding capabilities for generating encodeddata, while we consider
a thin-cloud setting whereservers only need to support standard read/write functionalities for portability and simplicity.

The most closely related work to ours is HAIL which stores data via erasure coding. As stated in Section 1, HAIL operates on aper-file
basis and it is nontrivial to directly apply HAIL to regenerating codes. In addition, our work focuses more on t he practical issues, such
as how different parameters can be adjusted for the performance-security trade-off inpractical deployment.

III. ARCHITECTURE DESIGN
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Figure 1 Architecture diagram of cloud Data storage
In the EXISTING SYSTEM, there is no big security provided in the Cloud server for data safety. If at all security exists, the third
party auditor should be allowed to access the entire data packets for verification. There is no backup process.There exists drawbacks
such as general encryption schemes protect data confidentiality, but also limit the functionalityof the storage system because few
operations are supported over encrypted data and constructing a secure storage system that supports multiple functions is challenging
when the storage system is distributed and has no central authority and finally data robustness is a major drawback in the Existing
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Cloud Storage Systems.Storing data in a third party’s cloud system causes serious concern on data confidentiality.:

In the PROPOSED SCHEME, Cloud server will spilt the file into batches and allowed for encryption. The corresponding encrypted

batches are kept in different Cloud servers and their keys are distributed in different key server. These encrypted batches are kept in

replica servers as a backup. This encrypted data are converted into bytes and added parity bit process by the data owner in order to
restrict TPA by accessing the original data. The Cloud server generates the token number from the parity added encrypted data and
compared with the signature provided to the TPA to verify the Data Integrity. We also implement Erasure Code for the back-up of the
data.In addition, we propose the encryption process of the data by the data owner before it reaches the Cloud server. This ensures
proper double time security and it results in the following benefits.

A. Benefits

1) One way to provide data robustness is to replicate a message such that each storage server stores a copy of the message. It is
very robust because the message can be retrieved as long as one storage server survives.

2) A decentralized erasure code is suitable for use in a distributed storage system. After the message symbols are sent to storage
servers, each storage server independently computes a codeword symbol for the received message symbols and stores it. This
finishes the encoding and storing process. The recovery process is the same.

3) We propose a re-encryption scheme and integrate it with a secure decentralized code to form a secure distributed storage system.
The encryption scheme supports encoding operations over encrypted messages and forwarding operations over encrypted and
encoded messages. The tight integration of encoding, encryption, and forwarding makes the storage system efficiently meet the
requirements of data robustness, data confidentiality, and data forwarding.

We consider a cloud data storage service involving three different entities: the cloud user, who has large amount of data files to be
stored in the cloud; the cloud server, which is managed by the cloud service provider to provide data storage service and has
significant storage space and computation resources; the third-party auditor, who has expertise and capabilities that cloud users do not
have and is trusted to assess the cloud storage service reliability on behalf of the user upon request. Users rely on the CS for cloud data
storage and maintenance.
They may also dynamically interact with the CS to access and update their stored data for various application purposes. As users no
longer possess their data locally, it is of critical importance for users to ensure that their data are being correctly stored and
maintained. To save the computation resource as well as the online burden potentially brought by the periodic storage correctness
verification, cloud users may resort to TPA for ensuring the storage integrity of their outsourced data, while hoping to keep their data
private from TPA. We assume the data integrity threats toward users’ data can come from both internal and external attacks at CS.

These may include: software bugs, hardware failures, bugs in the network path, economically motivated hackers, malicious or
accidental management errors, etc. Besides, CS can be self-interested. For their own benefits, such as to maintain reputation, CS
might even decide to hide these data corruption incidents to users. Using third-party auditing service provides a cost-effective method
for users to gain trust in cloud. We assume the TPA, who is in the business of auditing, is reliable and independent. However, it may
harm the user if the TPA could learn the outsourced data after the audit.
Note that in our model, beyond users’ reluctance to leak data to TPA, we also assume that cloud servers have no incentives to reveal
their hosted data to external parties. On the one hand, there are regulations, e.g., HIPAA, requesting CS to maintain users’ data
privacy. On the other hand, as users’ data belong to their business asset [10], there also exist financial incentives for CS to protect it
from any external parties. Therefore, we assume that neither CS nor TPA has motivations to collude with each other during the
auditing process. In other words, neither entity will deviate from the prescribed protocol execution in the following presentation. To
authorize the CS to respond to the audit delegated to TPA’s, the user can issue a certificate on TPA’s public key, and all audits from
the TPA are authenticated against such a certificate.
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Seamless connectivity among clouds
Figure2 cloud service provider

A cloud comprises processing, network, and storage elements, and cloud architecture consists of three abstract layers. Infrastructure
is the lowest layer and is a means of delivering basic storage and compute capabilities as standardized services over the network.
Servers, storage systems, switches, routers, and other systems handle specific types of workloads, from batch processing to server or
storage augmentation during peak loads. The middle platform layer provides higher abstractions and services to develop, test, deploy,
host, and maintain applications in the same integrated development environment. The application layer is the highest layer and
features a complete application offered as a service.
In 1961, John McCarthy envisioned that “computation may someday be organized as a public utility.” We can view the cloud
computing paradigm as a big step toward this dream. To realize it fully, however, we must address several
significant problems and unexploited opportunities concerning the deployment, efficient operation, and use of cloud computing
infrastructures.
The shift of computer processing, storage and software delivery away from desktop and local servers, across the
Internet and into next-generation data centers results in limitations new opportunities regarding data management. Data is replicated
across large geographic distances, where its availability and durability are paramount for cloud service providers.
It’s also stored at untrusted hosts, which creates enormous risks for data privacy. Computing power in clouds must be elastic to face
changing conditions. For instance, providers can allocate additional computational resources.

IV.ALGORITHM DETAILS

The use of cryptographic hash functions like MD5 or SHA for message authentication has become a standard approach in many
Internet applications and protocols. Though very easy to implement, these mechanisms are usually based on ad hoc techniques that
lack a sound security analysis. We present new constructions of message authentication schemes based on a cryptographic hash
function.

Our schemes, NMAC and HMAC, are proven to be secure as long as the underlying hash function has some reasonable cryptographic
strengths. Moreover we show, in a quantitative way, that the schemes retain almost all the security of the underlying hash function.
In addition our schemes are ancient and practical.

Their performance is essentially that of the underlying hash function. Moreover they use the hash function (or its compression
function) as a black box, so that widely available library code or hardware can be used to implement them in a simple way, and replace
ability of the underlying hash function is easily supported.

A. SHA(secured hash algorithm)
SHAIs a set of cryptographic hash functions designed by the NSA (U.S. National Security Agency).”! SHA stands for Secure Hash
Algorithm. Cryptographic hash functions are mathematical operations run on digital data; by comparing the computed "hash" (the
execution of the algorithm) to a known and expected hash value, a person can determine the data's integrity. For example, computing
the hash of a downloaded file and comparing the result to a previously published hash result can show whether the download has been
modified or tampered with.A key aspect of cryptographic hash functions is their one-way nature: given a computed hash value, it is
very difficult to derive the original data.

SHA-2 includes significant changes from its predecessor, SHA-1. The SHA-2 family consists of six hash functions with digests (hash
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values) that are 224, 256, 384 or 512 bits: SHA-224, SHA-256, SHA-384, SHA-512, SHA-512/224, SHA-512/256.

SHA-256 and SHA-512 are novel hash functions computed with 32-bit and 64-bit words, respectively. They use different shift
amounts and additive constants, but their structures are otherwise virtually identical, differing only in the number of rounds. SHA-224
and SHA-384 are simply truncated versions of the first two, computed with different initial values. SHA-512/224 and SHA-512/256
are also truncated versions of SHA-512, but the initial values are generated using the method described in FIPS PUB 180-4. SHA-2
was published in 2001 by the NIST as a U.S. federal standard . The SHA-2 family of algorithms are patented in US 6829355. The
United States has released the patent under a royalty-free license.

In 2005, security flaws were identified in SHA-1, namely that a mathematical weakness might exist, indicating that a stronger hash
function would be desirable. Although SHA-2 bears some similarity to the SHA-1 algorithm, these attacks have not been successfully
extended to SHA-2.

Currently, the best public attacks break preimage resistance 52 rounds of SHA-256 or 57 rounds of SHA-512, and collision resistance
for 46 rounds of SHA-256, as shown in the Cryptanalysis and validation section below.
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Figure3 secured hash algorithm

B. Message digest algorithm
MDS5 which stands for Message Digest algorithm 5 is a widely used cryptographic hash function that was invented by Ronald Rivest
in 1991. The idea behind this algorithm is to take up a random data (text or binary) as an input and generate a fixed size “hash value”
as the output. The input data can be of any size or length, but the output “hash value” size is always fixed.

MD5 Algorithm

seed-atate
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Figure4 working of MDS5 algorithm

1) Applications of MD5 Hash: Before I tell you about how to use MD5, I would like to share one of my recent experience which made
me start using MD5 algorithm. Recently I made some significant changes and updates to my website and as obvious, I generated
a complete backup of the site on my server. I downloaded this backup onto my PC and deleted the original one on the server. But
after a few days something went wrong and [ wanted to restore the backup that I downloaded. When I tried to restore the backup,
I was shocked! The backup file that I used to restore was corrupted.

That means, the backup file that I downloaded onto my PC wasn’t exactly the one that was on my server. The reason is that there
occurred some data loss during the download process. Yes, this data loss can happen often when a file is downloaded from
the Internet. The file can be corrupted due to any of the following reasons:

. Data loss during the download process, due to instability in the Internet connection/server.
. The file can be tampered due to virus infections or
. Due to Hacker attacks.

So, whenever you download any valuable data from the Internet, it is completely necessary that you check the integrity of the
downloaded file. That is, you need to ensure that the downloaded file is exactly the same as that of the original one. In this scenario,
the MDS5 hash can become handy. All you have to do is generate MDS5 hash (or MDS5 check-sum) for the intended file on your server.

After you download the file onto your PC, again generate MD5 hash for the downloaded file. Compare these two hashes and if they
match, that means the file is downloaded perfectly without any data loss.

C. HMAC
In cryptography, a keyed-hash message authentication code (HMAC) is a specific construction for calculating a message
authentication code (MAC) involving a cryptographic hash function in combination with a secret cryptographic key. As with any
MAC, it may be used to simultaneously verify both the data integrity and the authentication of a message. Any cryptographic hash
function, such as MD5 or SHA-1, may be used in the calculation of an HMAC; the resulting MAC algorithm is termed HMAC-MDS5
or HMAC-SHAT accordingly. The cryptographic strength of the HMAC depends upon the cryptographic strength of the underlying
hash function, the size of its hash output, and on the size and quality of the key.

An iterative hash function breaks up a message into blocks of a fixed size and iterates over them with a compression function. For
example, MDS5 and SHA-1 operate on 512-bit blocks. The size of the output of HMAC is the same as that of the underlying hash
function (128 or 160 bits in the case of MD5 or SHA-1, respectively), although it can be truncated if desired.

Definition
HMAC(K, m) = H (K ® opad)|H{{K & ipad)|m))

where

H is a cryptographic hash function,

K is a secret key to the right with extra zeros to the input block size of the hash function, or the hash of the original key if'it's
longer than that block size,

m is the message to be authenticated,

| denotes concatenates

@ denotes (XOR)
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Figure 5 working of HMAC algorithm
V. CONCLUSION

In this paper, we investigate the problem of data security in cloud data storage, which is essentially a distributed storage system. To
achieve the assurances of cloud data integrity and availability and enforce the quality of dependable cloud storage service for users, we
propose an effective and flexible distributed scheme with explicit dynamic data support, including block update, delete, and append.
We rely on erasure-correcting code in the file distribution preparation to provide redundancy parity vectors and guarantee the data
dependability. By utilizing the homomorphic token with distributed verification of erasurecoded data, our scheme achieves the
integration of storage correctness insurance and data error localization, i.e., whenever data corruption has been detected during the
storage correctness verification across the distributed servers, we can almost guarantee the simultaneous identification of the
misbehaving server(s).
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