
 

6 III March 2018

http://doi.org/10.22214/ijraset.2018.3603



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 6.887 

   Volume 6 Issue III, March 2018- Available at www.ijraset.com 
     

 
2719 ©IJRASET (UGC Approved Journal): All Rights are Reserved 

 

Short Text Segmentation for Improved Query 
Processing 

Dr. C.S. Kanimozhi Selvi1, Dr. S.V. Kogilavani2, Dr. S. Malliga3 D. Jayaprakash4 
1, 2, 3, 4, Department of Computer Science and Engineering, Kongu Engineering College 

Abstract: Understanding short texts is crucial to many applications, but challenges are many. Short texts do not always detect the 
syntax of a written language. As a result, traditional natural language processing tools, ranging from part-of-speech tagging to 
dependency parsing, cannot be easily applied. Semantic knowledge is required in order to better understand short texts. In this 
work, a model for short text understanding which exploits semantic knowledge is used. The results show that semantic 
knowledge is indispensable for short text understanding, and our knowledge-intensive approaches are both effective and 
efficient in discovering semantics of short texts. A query data set containing short text is pre-processed by removing punctuation 
marks, numbers, stop words removal and stemming. Then POS tagging is performed and Co- Occurrence network is formed to 
obtain the semantic similarity. Term Similarities are calculated and finally clustering is done using K-Means, hierarchical, 
PAM, CLARA, DIANA and AGNES methods and the result reveals that hierarchical clustering gives optimal clusters. 
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I. INTRODUCTION 
Text mining, which is sometimes referred to text analytics is to make unstructured data usable. Text mining, also referred to as text 
data mining, is the process of deriving high-quality information from text. High-quality information is typically derived through the 
generation of patterns and trends through means such as statistical pattern learning. Text mining can help an organization derive 
potentially valuable business insights from text-based content such as word documents, email and postings on social media streams 
like Facebook, Twitter and LinkedIn. Mining unstructured data with natural language processing and machine learning techniques 
can be challenging, however, because natural language text is often inconsistent[5]. It contains ambiguities caused by inconsistent 
syntax and semantics, including slang, language specific to vertical industries and age groups, double entendres and sarcasm[10]. 
Information explosion highlights the need for machines to better understanding natural language texts[11]. Many applications such 
as web search and microblogging sites etc., need to handle a large amount of short texts. One of the most important tasks of short 
text understanding is to discover hidden semantics from texts. For instance named entity recognition locates named entities in a text 
and classifies them into predefined categories such as persons[19].  

II. LITERATURE REVIEW 
The process of classifying words into their parts of speech and labeling them accordingly is known as part-of-speech tagging, Parts 
of speech are also known as word classes or lexical categories[6][7][8]. The collection of tags used for a particular task is known as 
a tag set. Some of the pos tags are Noun, adverb, adjective, conjunction etc[1][2][3].  POS tagging determines lexical types of words 
in a text. POS tags are mainly used for clustering the words in short text. There are two types of POS tagging algorithms: rule-based 
approaches and statistical approaches[4][9][12]. A Hidden Markov Model (HMM) and an HMM-based chunk tagger is proposed in 
[14], from which a named entity (NE) recognition (NER) system is built to recognize and classify names, times and numerical 
quantities[13]. Through the HMM, the system is able to apply and integrate four types of internal and external evidences: simple 
deterministic internal feature of the words, such as capitalization and digitalization, internal semantic feature of important triggers, 
internal gazetteer feature, external macro context feature.  Latent Dirichlet allocation (LDA) descibe a generative probabilistic 
model for collections of discrete data such as text corpora[15]. LDA is a three-level hierarchical Bayesian model, in which each 
item of a collection is modeled as a finite mixture over an underlying set of topics. Each topic is, in turn, modeled as an infinite 
mixture over an underlying set of topic probabilities. The topic model introduced by [16] is a generative model for documents that 
extends Latent Dirichlet Allocation(LDA) to include authorship information. Each author is associated with a multinomial 
distribution over topics and each topic is associated with a multinomial distribution over words. A document with multiple authors 
is modeled as a distribution over topics that is a mixture of the distributions associated with the authors.  Exact inference is 
intractable for these datasets and we use Gibbs sampling to estimate the topic and author distributions and compare the performance 
with two other generative models for documents, which are special cases of the author-topic model 
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In [17][18],  the use of Wikipedia as a resource for automatic keyword extraction and word sense disambiguation is introduced. It 
shows how this online encyclopaedia can be used to achieve state-of-the-art results on both these tasks and shows how the two 
methods can be combined into a system able to automatically enrich a text with links to encyclopedic knowledge. Given an input 
document, the system identifies the important concepts in the text and automatically links these concepts to the corresponding 
Wikipedia pages. A graph-based collective EL method is discussed in [20], which can model and exploit the global interdependence 
between different EL decisions. Specifically, first propose a graph-based representation, called Referent Graph, which can model 
the global interdependence between different EL decisions. Then propose a collective inference algorithm, which can jointly infer 
the referent entities of all name mentions by exploiting the interdependence captured in Referent Graph. The key benefit of our 
method comes from:  The global interdependence model of EL decisions, the purely collective nature of the inference algorithm, in 
which evidence for related EL decisions can be reinforced into high-probability decisions. A novel framework linden is proposed in 
[21] to link named entities in text with a knowledge base unifying Wikipedia and WordNet, by leveraging the rich semantic 
knowledge embedded in the Wikipedia and the taxonomy of the knowledge base. They extensively evaluate the performance of our 
proposed linden over two public data sets and empirical results show that linden significantly outperforms the state-of-the-art 
methods in terms of accuracy. 

III.  PROPOSED SYSTEM 
Our proposed System consists of four modules. In architecture diagram, the short text is given as input and it gives clusters as output. 
First the system pre-processes the short text and also finds the parts of speech tagging for terms in queries. And the      co-
occurrence network is formed, here nodes are terms in the queries and the edge weights calculated using the formula. After that, the 
term similarities between the words are measured.. Based on the similarity values, the terms are clustered using various clustering 
methods. After clustering all the relevant terms are grouped under one cluster.  The steps to build the model are listed below and 
shown in Figure 1. 

Short Text 

Pre processing 

Constructing co-occurrence network 

Calculating term similarity 

Clustering 
Fig. 1 Architectural Diagram 

A. Pre Processing 
Data set consists of 1276 queries. The proposed system uses query as dataset. A query containing a sequence of words describes the 
particular semantics. Short text contains complete sentences, websites. Abbreviations, misspellings etc. 
The sample queries in dataset that are used in the proposed system are shown in Table I as follows 

TABLE I  SAMPLE QUERIES IN DATASET 
1 007 omega watch 
2 Population studies 
3 Chainz birthday 
4 Apple company 
5 Birthday cake 
6 Book lists 
7 pink baby shower 
8 population of new York state 
9 state population 
10 www.facebook.com 
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1) Data preprocessing is done which includes 
a) Removing numbers 
b) Removing punctuations 
c) Stop words removal 
d) Stemming 
e) Pos tagging 

 
When working with text mining applications, numbers and punctuations and stop words are removed from short text query. 
Stemming is the process of reducing inflected words to their root form generally a written word form. Many search engines treat 
words with the same stem as synonyms as a kind of query expansion, a process called conflation. Queries are stored in text file and 
it is used as input to the stemming after removing the number, stop words, punctuation. In text mining pos tagging is necessary to 
identify the types of words in text. Here, POS tagger is used to tag all the words of short text. Maxent POS tagger is used to tag each 
word in a review sentence. The noun word like ‘watch’ are tagged as “watch/NN/” and adjective word like omega are tagged as 
“omega/JJ/”. Finally tagged sentences are stored in corpus. 

B. Co-Occurrence Network                               
Co-occurrence networks can be created for any given list of terms in relation to any collection of texts. Co-occurring pairs of terms 
can be called neighbours and these often group into neighbourhoods based on their interconnections. Individual terms may have 
several neighbours. Neighbourhoods may connect to one another through at least one individual term or may remain unconnected. 
Co-occurrence can be regarded as undirected graph where nodes are terms in the text, edge weight can be formulated the strength of 
semantic relatedness between typed terms.  Figure 2 shows the co-occurrence network generated from the list of terms. 

 
Fig. 2 Co-occurrence Network 

C. Clustering 
Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same group  are more similar  
to each other than to those in other groups.  
1) k-means 
2) Hierarchical  
3) Clara 
4) Agnes 
5) Diana 
6) Pam 
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IV. PERFORMANCE ANALYSIS 
The performance analysis can be done with internal validation of clusters. When a clustering result is evaluated based on the data 
that was clustered itself, this is called internal evaluation. These methods usually assign the best score to the algorithm that produces 
clusters with high similarity within a cluster and low similarity between clusters. One drawback of using internal criteria in cluster 
evaluation is that high scores on an internal measure do not necessarily result in effective information retrieval applications 
additionally; this evaluation is biased towards algorithms that use the same cluster model.  Internal validation consists of three 
measures Dunn index, silhouette, connectivity. After performing the internal validation the following results will be produced. 

TABLE II 
VALIDATION MEASURES 

No of cluster   2 3 4 5 6 
Hierarchical Connectivity 2.9290 5.8579 8.7869 11.7159 14.6448 

Dunn 0.9925 0.8507 0.7659 0.6656 0.6751 
Silhouette 0.6114 0.5039 0.4254 .3866 0.3865 

K means Connectivity 3.9925 0.8507 0.7659 0.6656 0.6751 
Dunn 0.9925 0.8507 0.7659 0.6656 0.6751 
Silhouette 0.6114 0.5039 0.4254 0.3866 0.3763 

Pam Connectivity 2.9290 5.8579 9.7159 14.0028 18.2897 
Dunn 0.9925 0.8507 0.4541 0.3303 0.2832 
Silhouette 0.6114 0.5309 0.1998 0.0753 -0.0399 

Diana Connectivity 2.9290 5.8579 8.7869 11.7159 14.6448 
Dunn 0.9925 0.8507 0.7659 0.6656 0.6751 
Silhouette 0.6114 0.5039 0.4254 0.3866 0.3865 

Agnes Connectivity 2.9290 5.8579 8.7869 11.7159 14.6448 
Dunn 0.9925 0.8507 0.7659 0.6656 0.6751 
Silhouette 0.6114 0.5039 0.4254 0.3866 0.3865 

Clara Connectivity 2.9290 5.8579 8.7869 11.7159 14.6448 
Dunn 0.4553 0.4541 0.3941 0.3616 0.353 
Silhouette 0.3723 0.3700 0.2975 0.2643 0.2529 

                                         

 
Fig. 3 Connectivity 
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Fig. 4 Dunn Index 

                                                               
Fig. 5 Silhouette Index 

TABLE III  OPTIMAL SCORES 

Hierarchical 

Connectivity 2.9290   

Dunn 0.9925   

Silhouette 0.6114   

Among all the clusters Hierarchical clustering with two clusters performs the best in each case. Optimal number of cluster is to be 
identified using the silhouette. It is high for hierarchical clustering with two clusters and also the k means clustering also has the 
same silhouette value but its connectivity value is higher than the hierarchical method. Hence the hierarchical clustering method is 
the best one. 

V. CONCLUSION 
The Proposed System clusters the words based on the similarities. In this system, text is preprocessed by removing numbers, 
punctuation, and stop words. Stop words are removed using the stop word dictionary and co-occurrence network is formed between 
the typed terms. Here the terms frequency is calculated to identify the centrality of the network. And term similarity is calculated 
based on the similarity between terms and is clustered using various clustering methods. And the clusters are validated by 
calculating the silhouette, Dunn, connectivity values to analyze the performance of the cluster. After analyzing the performance of 
the cluster, the result reveals that hierarchical clustering is best one with two clusters because it produces the optimal scores. 
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