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Abstract. In multivariate analysis PCA can be used to reduce data so that data that initially has many variables will produce a 
few variables making it easier to do the grouping, and with the PCA then the multicolloniarity data can be overcome. The use of 
PCA is the Robust PCA (ROBPCA) so that data is not easily influenced by outliers. With PCA reductions, clustering with cluster 
analysis using Mahalanobis Distance similarity will result in more optimal grouping, since the outliers have been overcome with 
Robust using Minimum Covariance Determinant (MCD) and Minimum Volume Ellipsoid (MVE). 
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I. INTRODUCTION 
Multivariate analysis is a method of processing variables in large numbers, where the goal is to find the influence of these variables 
on an object simultaneously or simultaneously simultaneously. The classification of multivariate analysis, namely depedensi 
method, and interpedensi method. Some examples of interferensi analysis, among others Factor Analysis, Multidimensional Scale 
Analysis, Cluster Analysis, and Principal Component Analysis. Cluster analysis was first used by Tyron in 1939. Cluster analyst is 
one of the analytical methods used in multivariate, in Cluster Analysis there is no independent variable and independent variables. 
The objects within each group tend to resemble each other and differ greatly from the objects of the other clusters. There are various 
sizes that can state that certain objects have similarities, correlations, distances, and associations (Yang, 2004). This study uses 
distance similarity measure, ie Mahalanobis Distance. One example of the use of Cluster Analysis is at the level of air pollution 
examined by Rachmatin in 2014, in that study researchers using the similarity measure is Eucledian Distance. The researcher 
suggested to use other similarity measure of distance, so that the clustering result better, because if only using Eucledian Distance 
less effective grouping. Eucledian Distance has advantages can be used to reflect the inequalities of two patterns, and can be used to 
evaluate the proximity of two or three dimensional data objects. Eucledian Distance is very sensitive to the size of the sample and 
the magnitude of the distribution of variance, and this use is not effective if there are correlations between variables so that Principal 
Component Analysis can be used to eliminate correlations between variables (Wichern, 2002: 670). Eucledian Distance can not be 
used in the original data, because it can not anticipate scale changes. At different scales the distance obtained will be very different 
as well so that the results of the Cluster Analysis to categorize the subject will also be different. Based on the advantages and 
disadvantages, the authors are interested to use the similarity measure of distance is another, namely Mahalanobis Distance.  
Mahalanobis Distance is a generalization of standardized Eucledian Distance, in Mahalanobis Distance considering the variability 
elements (variance), which involves the matrix of variancovarians in calculating the distance, when the variable is correlated both 
positive and negative, Mahalanobis Distance measurement becomes the most appropriate use because adjust the intercorrelation. In 
Cluster Analysis it is difficult to categorize if there is an outlier and multicolloniarity, so the need for Principal Component Analysis 
(PCA), because PCA aims to reduce existing variables become less without losing information in original or initial data. With the 
PCA, the initial variable n will be reduced to k new variables, with the number of k < n variables. With k variables already 
represented for n variables, the resultant variable is called Principal Component, so grouping will be easier and optimal. Outliers 
that occur can be analyzed with Robust, this method is an important tool for analyzing data that is influenced by outliers so as to 
produce Robust model or resistance to outlier. A resistance estimate is relatively unaffected by large changes in small pieces of data 
or small changes in large parts of the data. Based on the problems, and the weaknesses of the various similarity measures of distance 
and also the disadvantages of the Cluster Analysis described above, the authors are interested in raising the title of the study 
"Grouping Subjects Using Mahalanobis Distance and Principal Component Analysis". 

II. LITERATURE AND REVIEW 
Multivariate analysis is a treating statistical analysis technique a group of criterion variables that are correlated as one system, with 
taking into account the correlation between those variables ( Richard and Dean, 2007 ). In the cluster analysis, before clustering the 
object should be note the size of its similarity (Wu and Yang, 2004). The equation form of Eucledian Distance is as following:  
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푑 =  (푥 −  푥 )푇 

where: 푗 = Eucledian Distance of the 푖 data and the jth data object. 푚 = Many variables or parameters used. 푥  = Object of ith data 
on 푘-th variable 푥  = the data object to 푗 on the 푘. 
Mahalanobis Distance is a generalization of the Eucledian Distance distandardization. Distance between individuals 푆  and 
individual 푆   are expressed by: 

푑 = (푥 −  푥 )푇∑ (푥 −  푥 ) 
Principal Component Analysis is basically aimed at to simplify the observed variables by reducing their dimensions ( Johnson dan 
Winchern, 2007). Robust regression is a tool that can be used to analyze data which contain an outlier and provide resistant results 
to the presence outlier (Turkan, Cetin, and Toktamis, 2012)
 

III. RESULTS AND DISCUSSION 
A. Application of ROBPCA with MCD and MVE 
Implementation on ROBPCA using MCD and MVE, use pollution data, where the data consists of 60 observations by number 
variable 16, this data is solved by using program R. The data, will be reduced by using PCA, here is: 
 
 
 
 
 
 
 
 
 
 
 
 
 
B. Image of PCA Results 
Visible from the proportion of cumulative variance The first component can be explored  0.68 total variance and when added the 
second component, and third to 0.94. This means that if we only take 3 components only the first component up to the 3rd 
component is sufficient. The 
 following is the scree-plot of the PCA, because in the presence of these scots can be known that which components are sufficien is 
the scree-plot of the PCA, because in the presence of these scots can be known that which components are sufficiently 
representative of those 16 variables: 
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C. Image Scree-Plot 
From the scree plot it is seen that the curve starts to ramp up at the point of comp 4 that with three components alone is sufficient to 
represent the 16 variable. Three components are formed which represent 16 variables, had it going will be shown the results of 
ordinary covarian, using MCD and MVE. 

Tabel 1. Mahalanobis Distance 
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Tabel 2. Mahalanobis Distance With MCD 
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Tabel 3. Mahalanobis Distance With MVE 
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The robust data, it can be concluded that the results from clustering will get better. With MCD and MVE the data is no longer 
influenced by the outliers, and the distance of the mahalanobis is different according to the covariance of MCD and Covarian MVE. 
The better distinguishing mahalanobis the MCD and MVE than the classical ones. Because no longer influenced outlier. 
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IV. CONCLUTION 
With robust PCA, which uses MCD and MVE, grouping of subjects becomes easier, more efficient and optimal. Grouping is no 
longer changing because it is not influenced by outliers. Mahalanobis distance becomes more efficient with MCD and MVE.
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