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#### Abstract

In this paper, we propose an approximate multiplier to improve the efficiency over the traditional approximate multiplier, which is commonly based on rounding technique. In general, the approximate multipliers are used to achieve high performance with a huge trade-off in accuracy. The Brent-Kung adder, which is a pruned version of Kogge-Stone adder has a better accuracy trade-off. The proposed approximate multiplier, which uses the Brent-Kung adder shows better performances in terms of area, power consumption and speed than the Kogge-Stone based rounding approximate multiplier. The designed multipliers have been simulated using Cadence Encounter (R) RTL compiler with 180nm technology.The proposed multiplier based on gate pruning achieves power savings of $12 \%$ and speed to improved $\mathbf{7 4 \%}$ compared to kogge stone based rounding multiplier. The proposed multiplier will be applied for real-time application in future. Index Terms: Approximate Multiplier, Kogge-stone adder, Brent-Kung Adder.


## I. INTRODUCTION

Power Consumption and area reduction are the very important factor in Digital Systems. In some systems accuracy not important, it only depends on the performance of the operation, that system more favour for approximation logic. It is mainly used for Digital Signal Processing Applications (DSPs). It can use to improve the efficiency of this system such as reduction of delay, area, power and also improve the speed of the operation. In image processing applications, the human being can obtain valuable information from a little incorrect yield. The design of multiplier having low power consumption and low propagation delay results of great interest for the implementation of modern digital systems. In Applying the approximation to the arithmetic units can be performed at different design abstraction levels including circuit, logic, and architecture levels, as well as algorithm and software layers. The approximation may be performed using different techniques such as allowing some timing violations (e.g., the voltage over scaling or overclocking) and function approximation methods (e.g., modifying the Boolean function of a circuit) or a combination of them. In the category of function approximation methods, a number of approximating arithmetic building blocks, such as adders and multipliers, at different design levels have been suggested. In this paper, we focus on proposing a high-speed low power/energy yet approximate multiplier appropriate for error resilient DSP applications. The proposed approximate multiplier, which is also area efficient, is constructed by modifying the conventional multiplication approach at the algorithm level assuming rounded input values.This rounding-based approximate multiplier. The proposed multiplication approach is applicable to both signed and unsigned multiplications for which three optimized architectures are presented. The efficiencies of these structures are assessed by comparing the delays, power and energy consumptions, energy-delay products (EDPs), and areas with those of some approximate and accurate (exact) multipliers.

## II. PROPOSED APPROXIMATE MULTIPLIER

A. Multiplication Algorithm of Rounding Multiplier

The proposed approximate multiplier is to make use of the ease of operation when the numbers are two to the power $n\left(2^{n}\right)$. To elaborate on the operation of the approximate multiplier, first, let us denote the rounded numbers of the input of $A$ and $B$ by $A r$ and Br respectively.
The multiplication of $A$ by $B$ may be rewritten as
$A \times B=\left(A_{r}-A\right) \times\left(B_{r}-B\right)+A_{r} \times B+B_{r} \times A-A_{r} \times B_{r}$.
Where the key observation is that the multiplications of $\mathrm{A}_{\mathrm{r}} \times \mathrm{B}_{\mathrm{r}}, \mathrm{A}_{\mathrm{r}} \times \mathrm{B}$, and $\mathrm{B}_{\mathrm{r}} \times$ A may be implemented just by the shift operation. In this operation $\left(A_{r}-A\right) \times\left(B_{r}-B\right)$ is omitted
And the remaining expressions has introduced some error but this error has acceptable. and hence it called approximation multiplier.

$$
A \times B=A_{r} \times B+B_{r} \times A-A_{r} \times B_{r} \quad \rightarrow(2)
$$

Thus, one can perform the multiplication operation using three shift and two addition/subtraction operations. In this approach, the nearest values for $A$ and $B$ in the form of $2^{n}$ should be determined. When the value of $A$ (or $B$ ) is equal to the $3 \times 2 p-2$ (where $p$ is an arbitrary positive integer larger than one), it has two nearest values in the form of $2 n$ with equal absolute differences that are $2 p$ and $2 p-1$. While both values lead to the same effect on the accuracy of the proposed multiplier, selecting the larger one (except for the case of $p=2$ ) leads to a smaller hardware implementation for determining the nearest rounded value, and hence, it is considered in this paper. It originates from the fact that the numbers in the form of $3 \times 2 p-2$ are considered as do not care in both rounding up and down simplifying the process, and smaller logic expressions may be achieved if they are used
in the rounding up. The only exception is for three, which in this case, two is considered as its nearest value in the proposed approximate multiplier.

## B. Hardware Implementation of Rounding Multiplier

The rounding block extracts the nearest value for each absolute value in the form of $2^{n}$. It should be noted that the bit width of the output of this block is $n$ (the most significant
bit of the absolute value of an $n$-bit number in the two's complement format is zero).
To find the nearest value of input $A$, we use the following equation to determine each output bit of the rounding block.

$$
\begin{gathered}
A_{r}[n-1]=\overline{A[n-1]} \cdot A[n-2] \cdot A[n-3]+A[n-1] \cdot \overline{A[n-2]} \\
A_{r}[n-2]=(\overline{A[n-2]} \cdot A[n-3] \cdot A[n-4]+A[n-2] \cdot \overline{A[n-3]} \cdot \overline{A[n-1]}) \\
A_{r}[i]=(\overline{A[\imath]} \cdot A[i-1] \cdot A[i-2]+A[i] \cdot \overline{A[l-1]}) \cdot \prod_{i=i+1}^{n-1} \overline{A[l]} \\
A_{r}[3]=(\overline{A[3]} \cdot A[2] \cdot A[1]+A[3] \cdot \overline{A[2]}) \cdot \prod_{i=4}^{n-1} \overline{A[\imath]} \\
A_{r}[2]=A[2] \cdot \overline{A[1]} \cdot \prod_{i=3}^{n-1} \overline{A[l]} \\
A_{r}[1]=A[1] \prod_{i=2}^{n-1} \overline{A[l]} \\
\rightarrow(3)
\end{gathered}
$$

$A_{r}[0]=A[0] . \prod_{i=1}^{n-1} \overline{A[\iota]}$
In the proposed equation, $A_{r}[i]$ is one in two cases. In the first case, $A[i]$ is one and all the bits on its left side are zero while $A[i-$ 1] is zero. In the second case, when $A[i]$ and all its left-side bits are zero, $A[i-1]$ and $A[i-2]$ are both one. Having determined the rounding values, using three barrel shifter blocks, the products $A_{r} \times B_{r}, A_{r} \times B$, and $B_{r} \times A$ are calculated. Hence, the amount of shifting is determined based on $\log _{2}{ }^{A r}-1\left(\right.$ or $\left.\log _{2}{ }^{B r}-1\right)$ in the case of $A$ (or $B$ ) operand. Here, the input bit width of the shifter blocks is $n$, while their outputs are $2 n$.

## C. Kogge-Stone Adder Vs Brent Kung Adder

Kogge Stone Adder is one type of parallel prefix form carry look ahead adder. It generates carry in O (logn) time and is widely considered as the fastest adder and is widely used in the industry for high-performance arithmetic circuits. But Kogge stone adder considers more area hence delay are more.


Fig 1. Kogge-Stone adder vs Brent Kung Adder

So, we are using Brent Kung Adder. Brent-Kung has maximum logic depth and minimum area and power consumption are less.
Kogge Stone based rounding multiplier used for high performance system such as DSP Applications. but DSP system main important factor are power consumption and Speed. In this Kogge Stone Adder used in rounding multiplier, it occupied more area and hence power consumption are more. So it can be replaced by Brent Kung Adder. It has less area and power consumption is less.


Fig. 2 Block Diagram for Brent-Kung Adder based Rounding Multiplier (Proposed Multiplier)

## D. Error Analysis of Rounding Multiplier

Rounding multiplier, which originate from omitting the term $(A r-A) \times(B r-B)$ from the accurate multiplication of $A \times B$, are the same. Hence, the error is
$\operatorname{error}(A, B)=\frac{\left(A_{r}-A\right)\left(B_{r}-B\right)}{A B}$
Assuming $A r$ and $B r$ are equal to $2^{n}$ and $2^{m}$, respectively, the maximum error occurs when $A$ and $B$ are equal to $3 \times 2^{n}$ and $3 \times 2^{m}$, respectively.
In this case, both $A r$ and $B r$ have the maximum arithmetic difference from their corresponding inputs.

## E. Image Processing Applications

In most cases neighbouring image edges show Intensity discrepancies which are undesirable. These variations in intensity are present even when cross-correlation is almost perfect to the eye. In order to eliminate such effects, a blending algorithm is applied. Using the blending method, which applies changes in intensity, makes quantitative analysis of intensities invalid. The advantage of using blending method in improving visual quality of the composite image and making the edges invisible. In the overlapped area the image blending algorithm calculates the contribution of the new image and the composite image at every pixel. The blended image consists of pixels:
$\mathrm{N}(\mathrm{x}, \mathrm{y})=\alpha \mathrm{I}(\mathrm{x}, \mathrm{y})+(1-\alpha) \mathrm{C}(\mathrm{x}, \mathrm{y})$
Where, $C(x, y)$ is the composite image pixel (before placing the new image), $I(x, y)$ is the new image pixel and $N(x, y)$ the new composite image pixel (with new image added). The blending algorithm minimises effects of intensity variations, removes the edges and improves the cross-correlation.
The proposed multiplier implement on image merging applications shown in fig[4], fig[5]. Fig[3],fig[6] is the block diagram of image merging application to implement on Simulink.Fig[7] is the color image to apply the image merging applications.


Fig 3. Brent Kung based Rounding Multiplier to implement in Simulink


Fig 4.Brent Kung Adder based Roun; ding Multiplier for Image Merging Application. (Example : 1)


Fig 5. Brent Kung Adder based Rounding Multiplier for Image Merging Application. (Example: 2)


Fig 6. Brent Kung based Rounding Multiplier to implement in Simulink (Block Diagram for Color Image)


Fig 7.Brent Kung Adder based Roun; ding Multiplier for Image Merging Application. (Color Image)

## III. RESULTS AND DISCUSSION

The designed multipliers have been simulated using Cadence Encounter(R) RTL compiler with 180 nm technology. To evaluate the efficiency of the proposed Brent Kung based rounding multiplier was compared with Kogge stone based rounding multiplier.

Table 1 .Performance Analysis of Rounding Mulitplier

| Parameters | Kogge based <br> Rounding <br> Multiplier | Brent Kung <br> based <br> Rounding <br> Multiplier | Efficiency |
| :--- | :---: | :---: | :---: |
| Report <br> Power | 1017070.1615 nw | 905446.659 nw | $12.32 \%$ |
| Report <br> Area | $29272\left({\left.\mu m^{2}\right)}^{26312\left(\mu m^{2}\right)}\right.$ | $11.24 \%$ |  |
| Report <br> Timing | 317 ps | 182 ps | $74.17 \%$ |

## IV. CONCLUSION

In this paper, Rounding based on approximate multiplier using Brent-Kung Adder for the better performance. Kogge-Stone Adder Based Rounding multiplier has consumed more power and area but proposed approximate multiplier efficiency is improved in terms power, area and delay.
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IMPACT FACTOR: 7.129

TOGETHER WE REACH THE GOAL.
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