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Abstract:  This paper feature an efficient extraction and matching approach on eye with or without contact lens to innovate 
authentication process. The proposed feature extraction and matching approach is develop based on FGM (Feature Group 
Matching) which extract the key points and descriptor of each images using the two feature extraction algorithm which are 
SIFT (Scale-Invariant Feature Transform) and SURF(Speeded-Up Robust Features) and to match the key points and 
descriptors using FLANN based matcher. The major advantages of the developed approach are the simplicity and accuracy as 
compared to the prior extraction and matching approaches developed for contact lens detection images. The new used approach 
was tested in AMD Ryzen 5 2500U with 2GHz processor, 4GB Mobile RAM, dual graphic card and GPU rendering of RX 560 x 
with 5GB. The experimental results obtained from IIITD- Contact lens Iris Database and publicly available images and 
respectively achieved better performance in terms of simplicity and accuracy as compared to the previous proposed methods and 
Filipino Iris Database as an added contribution to the field of contact lens. 
Keywords:  Contact Lens, SIFT Algorithm, SURF Algorithm, FGM Algorithm, FLANN based matcher 

I. INTRODUCTION 
It is well-known how the processing of an image is time-consuming, particularly with recent high-resolution images. Besides, many 
algorithms require the simultaneous processing of many images and often in real time [1]. Nevertheless, during the last year, the 
applications of computer vision have increased greatly in many different contexts. This was due to the availability of more powerful 
hardware rather than to more efficient algorithms. 
In human vision, which is what one, would normally expect a computer to be able to mimic. It is more complex process than people 
might imagine it is. The human eye is composed of a lens that is flexible. A human eye belongs to a general group of eye found in 
nature called “camera type eye” just a camera lens focuses light into filters. A human eye structure is analogous to that of a camera 
[2]. There is the basic structure of the eye that shown in Fig 1. 

 

 

 

 

Fig 1 Basic Structure of Eye 

According to the study of Ph.D. John Daugman Iris is considered to be most reliable and accurate biometric trait for person 
identification because irises patterns provide rich texture that is highly discriminative between individuals and stable during aging of 
a subject. Unfortunately, counterfeit iris texture can be presented to the acquisition device, thus iris-based biometric system are 
prone to sensor level attacks (spoofing and obfuscation) like system using any other biometric modalities. Counterfeit irises can be 
presented in many forms including artificial glass and plastic eyes, photographs and videos and printed textured contact lenses [3]. 
The irises use for iris recognition has pursued several anti-spoofing approaches. The most popular involves designing a set of 
texture filters and a classifier that can be used to categorize an iris image as representing either natural iris texture or contact lenses 
[4]. 
Since contact lenses are designed for reshaping the appearance (color and texture) of the iris tailored to wearer’s preferences. 
Example transforming one’s apparent eye color from brown to blue, they are also referred to as cosmetic contact lenses. A contact 
lens is used to correct eyesight and for cosmetic reasons. The color and texture in contact lens can superimpose on natural iris 
pattern. This contact lens has the ability to change the optical properties of the eye and thereby it can reduce the overall accuracy of 
iris biometric systems. Spoofing is the method in which one tries to hide their own identity. So contact lens detection is an important 
anti-spoofing method [5]. 
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The various stage of iris recognition include taking the input image, detecting the iris image, extracting feature to enhance the 
robustness and finally matching the extracted image with that in the database to recognize the correct iris of the intended individual 
[6]. 
Detection of the presence of the contact lenses is the first step to improving the usability and reliability of iris recognition for contact 
lens wearers. One simple solution might be to change the decision threshold when a clear non-textured contact lens is detected such 
that the false non-match rate (FNMR) is identical to user who does not wear lenses [7], [8], [9], [10]. 
By wearing contact lenses, the accuracy of iris recognition was degraded. The table 1 show the accuracy of iris recognition by using 
MLBP algorithm result for iris images belong to three categories/classification N-N (Normal Eye), T-T (Colored Lens), S-S (Soft 
Lens) [11]. 

TABLE I TABLE OF ACCURACY 
DATABASE CLASSIFICATION TYPE MLBP Algorithm 

IIITD Cogent Contact Lens Database T – T 
S –S 

N – N 
TOTAL: 

66.83 
94.91 
56.66 
73.01 

Feature Extraction and Matching is to extract feature primitives that are easy to match from two images, such as point-like feature, a 
linear feature or regional characteristics. In order to guarantee the matching speed, reliability and stability, it’s important to select 
appropriate images feature algorithm [12]. Feature Extraction accuracy has some drawbacks and many researchers continue to 
present different algorithms to mitigate those problems. Previously Co-occurrence Matrix feature algorithm applied by [13] that the 
mean and range of the values served as a feature of 14 measures of textual features based on co-occurrence matrix that shows 
redundancies. Some studies use Local Binary Pattern algorithm applied by [14] that extract rotation invariant texture feature from a 
local region that fails to classify the image because of LBP codes of two texture image which is composed of two LBP micro-
patterns that exhibits different texture information. In [15] applied Zernike Moments algorithm that can capture the changes of shape 
between a spoofed and normal iris image but it requires lower computational precision to represent images to the same accuracy as a 
regular moment. The two researchers [16], [17] applied Modified Local Binary Pattern algorithm to detect contact lens in iris 
recognition but it is sensitive to noise mainly in an identical region and it supports only a binary level assessment for encoding. 

II. RELATED LITERATURE 
Feature Extraction is one of the important steps in pattern recognition. It extracts a set of descriptors, various characteristic 
attributes, the relevant information associated to form and representation of input pattern [18].  
In detecting contact lens and extracting from the segmentation iris image is important to verify an image that wearing a contact is 
same to person who not wearing a contact lens. In Iris is one of the most reliable and accurate biometric modalities due to the highly 
unique character of iris tissue structure [19]. Flom and Safir have shown that iris texture is unique for each indi11vidual in 1987 [9]. 
It also proved that iris recognition system performance degrades when an iris without soft contact lens [20], [21]. John Daugman 
patented the first successful iris recognition algorithm in 1994  [22],  it was based on a test of statistical independence of the phase 
of Gabor wavelets fitted on a grid of location superimposed on a pseudo-polar transformation of the iris texture. That basic design 
remains the dominant recognition method for years. It has been used successfully in numerous applications including national ID 
projects and border security. The success of large-scale identity application using iris recognition, in turn, means there are now 
individuals who, by means of presentation attack or spoofing, can gain unauthorized access to locations or resources or escape 
recognition as a person of interest. Some typical iris spoofing attacks are printed iris images, textured contact lens and synthetic 
creation of iris images.  Some relevant works directly related to the three class of iris image problem which is to propose of 
classifying iris image in (color) textured contact lenses, soft (prescript or clear), contact and non-lenses. 
Textured contact lens, with advances in technology and low cost, contact lenses are gaining popularity around the world. Apart from 
being used for eyesight correction, they are increasingly being used for the cosmetic purpose as well. These textured (cosmetic) 
lenses cover the original texture of the iris with a thin textured lens which can severely degrade the performance of iris recognition 
system. Several studies [4], [15], [23]  have demonstrated the need for detecting contact lens as both transparent (soft) and textured 
(cosmetic) lenses have been shown to affect iris recognition system. 
Detection of the cosmetic lens is an easier problem as compared to detection of soft contact lens because former has a specific 
texture present over it. The soft contact lens has no such texture, no color that shown in fig 2. Hence techniques for detecting 
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cosmetic contact lens detection cannot be used to detect soft contact lens. In most of the NIR image, it is very difficult to detect soft 
contact lens even by the human eye. But lens boundary is fairly visible because of specular reflection which can be used to identify 
the contact lens boundary. Algorithm for detection of soft contact and cosmetic contact lenses has been proposed [24]. The 
algorithm proposed in [7] is based on traditional edge detection exploiting sharp changes in pixel intensity. 

 

 

 

 
Fig 2 Type of Contact Lens 

With all the different algorithms used for contact lens detection, Feature Group Matching Algorithm (FGM) was not used. FGM 
algorithm is a new used algorithm to be used for contact lens detection. FGM algorithm introduced by [25], it is a novel approach to 
local matching to select stable feature and obtain a more reliable similarity value between two images. Feature Group Matching 
algorithm used descriptors to detect a set of key points in the image and provide a description on vectors which is Scale Invariant 
Feature Transform (SIFT) [26], [27] and Speeded Up Robust Features (SURF) [28] algorithm which represent a starting point for 
the FGM elaboration. Local Feature matching has become commonly used method to compare images; despite it is highly probable 
that at least some of the matching it detects is incorrect. 
A new technique for matching an image was developed of Knowledge Management System that used Brute-Force algorithm to 
search for knowledge on the SECI Model in Knowledge Management System [30]. The Knowledge Management system modelling 
done and tested by discovery system those search for knowledge of data and information. It performs data collection knowledge and 
modelling string matching and conduct modelling with Brute-Force algorithm [30]. 

III. DESIGN ARCHITECTURE 
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Fig 3 Design Architecture 
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The process went through four major processes: Data Acquisition, Segmentation, Extraction and Matching. 

A. Data Acquisition  
In Data acquisition, a license agreement has been downloaded to be signed by the authorized signatory for research and sent by the 
research institution to the Indraprastha Institute of Information Technology, Delhi requesting to use their iris images known as  IIIT-
Delhi Contact Lens Iris Database [10] for the proposed study. Upon approval, the data will be collected from their image repository. 
And my contribution database called Filipino Contact Lens Iris Database that comprised 120 images of 20 Filipino persons. It 
consist of image of both left and right iris, some iris images wear contact lens and without contact lens.  

B. Iris Segmentation 
The images will undergo Iris Segmentation which applied Sobel detection to search regions to detect the eyelids. Iris localization is 
processing to isolate that required iris region from the image taken in the database. Canny edge detection is performed to detect the 
edges [5]. After detecting the edges, the image applied image smoothing techniques like Gaussian Blurring, Median Blurring [29] 
for removing high frequency content of noise and edges from the image resulting in edges. 

C. Extraction 
The Feature Group Matching was experimented by the group of [25] and they called it as feature extraction and matching algorithm. 
It is a novel approach to local feature matching to select stable feature and obtain a more reliable similarity value between two 
images. 
Feature Group Matching algorithm used descriptors to detect a set of key points in the image and provide a description on vectors 
which is Scale Invariant Feature Transform (SIFT) [26], [27] and Speeded Up Robust Features (SURF) [28] algorithm which 
represent a starting point for the FGM elaboration. Local Feature matching has become commonly used method to compare images; 
despite it is highly probable that at least some of the matching it detects is incorrect. 
A key point descriptor is created by first computing the gradient magnitude and orientation at each image sample point region 
around the key point location, as shown on the left. These are weighted by a Gaussian window, indicated by the overlaid circle. 
These sample are then accumulated into orientation histogram summarizing the contents over 4 x 4 sub regions, as shown on the 
right, with the length or each arrow corresponding the sum of the gradient magnitudes near that direction within region. This fig. 4 
shows a 2x2 descriptor array computed from an 8x8 set of samples, whereas the sample use 4x4 descriptors computed from 16x16 
sample array.  

 

 

 

 

Fig 4 Computation of key point descriptor 

In order to be invariant to rotation, identify a reproducible orientation for the interest points. For that purpose, first calculate the 
Haar-wavelet responses in x and y-direction, show in fig 5, and this is a circular neighbourhood of radius 6s around the interesting 
point, with s the scale at which the interesting point was detected.  

 

 

 

 

Fig 5 Left: Detected interest points for a sunflower. Middle: Haar wavelet types used SURF. Right: Detail of the Graffiti scene 
showing the size of the descriptor window at different scales.  
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The FGM elaboration can be decomposed into two main functions: one that calculates the groups by analysing the key points of the 
image and another that calculates the descriptor for each group previously found. The second is not suitable to introduce a 
parallelization because it needs frequent exchanges of memory and it has many if statements. On the contrary, the first function, 
which constructs the groups, involves two steps that can be both parallelized: 
1) Calculation of the distance of each point from a reference point (center of the group). 
2) Finding the nearest point (example: with maximum distance to the center of the group). 

D. Matching 
After getting the key points of each images using FLANN based matcher to eliminate and match the key points that detect by FGM.  
A FLANN (Fast Library for Approximate Nearest Neighbor) it perform a quick and efficient matching [32].  FLANN builds an 
efficient data structure (KD-Tree) that will be used to search for an approximate neighbour. 

E. Experimental Result and Evaluation 
Opencv-python Interpreter and IIIT-D Contact Lens Iris Database [10] and Filipino Contact Lens Database will be used to evaluate 
the proposed the contact lens detection for security based on their applicability, simplicity and accuracy. The extraction and 
matching will be evaluated against the previously proposed algorithm if the accuracy will vary from the previous record by 
presenting the results of previously conducted study. 

1) Segmentation Results: The following figures show how to detect the eyelids using Sobel algorithm. After detecting the eyelid it 
will follow by Canny Edge algorithm is performed to detect the edges. The result image from detecting the edges it will 
undergo in removing the noise by using image smooth techniques. These images were experimented on AMD Ryzen 5 for 
segmentation. 
 

 

 

 

 

 

 

 

 
Fig 6 Segmentation Image of Normal Eye: (a). Source image, (b.) detecting eyelid using sobel algorithm, (c) detecting edges 

using canny edges algorithm, (d.) removing noise in an image 

The algorithm has been experimented using different eye images. Out of 202 folders that composed of 6570 iris image pertaining to 
101 subjects. Both left and right iris images with contact lens (soft and transparent) and normal iris image from IIIT Delhi Contact 
Lens Iris Database [10] dataset and 120 iris images with and without contact lens from Filipino Contact Lens dataset, only three (3) 
images from IIIT Delhi Contact Lens Iris dataset and Filipino Contact Lens Iris dataset were randomly selected and used for the 
experiment and the rest of the images was use as a training data set. The aim of the study is to test he applicability and accuracy of 
the algorithm in different sizes wherein the dataset from IIIT-Delhi Contact Lens [10] and Filipino Contact Lens Iris composed of 
images having the same sizes. As shown in Fig. 6, the result shows the eyelid and edges is detected and the noise is removed in the 
terms of normal eye. While Fig. 7, the result shows the eyelid and edges is detected and the noise is removed includes the eye with 
colored and transparent contact lens. 

FOREIGN CONTACT LENS IRIS  
a. Original 

Images 
b. Detect the 

eyelid 
c. Detect the 

edges 
d. Removing 

noise 

    
FILIPINO CONTACT LENS IRIS  
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Fig 7 Segmentation Image of Eye with Contact Lens 

2) Extraction Result: The proposed feature extraction show how the Feature Extraction Matching (FGM)  used descriptors to 
detect a set of key points in the image and provide a descriptor on vectors which is Scale Invariant Feature Transform (SIFT) 
[26], [27] and Speeded Up Robust Features (SURF) [28] algorithm which represent a starting point for the FGM elaboration. 

It transform image data into scale-invariant coordinate relative to local features [18].  First, extract from a set of reference images by 
construct a SIFT object to detect the key point and draw them. Each key point is a special structure which has many attributes like 
its (x, y) coordinates, size of the meaningful neighbourhood, angle which specifies its orientation, response that specifies strength of 
key points.  
In fig 8, the result show the detection of key point each images by using Scale Invariant Feature Transform and display the number 
of key point of each images that will perform the Feature Group Matching.  

 

  

 

 

 

 

 

 

  
 

 
Fig 8 Detecting key point using SIFT 

In fig 9 shown three categories results in detecting the key point using SIFT in same eye. A shown Normal to Normal eye, B shown 
Normal to Contact Len and C has shown Contact lens to Contact Lens. Fig 10 shown three categories results in detecting the key 
point using SIFT in different eye. A shown Normal to Normal eye, B shown Normal to Contact Len and C has shown Contact lens 
to Contact Lens. 
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FOREIGN EYE 

A. Normal to Normal B. Normal to Contact Len C. Contact Lens to Contact Lens 
   

FILIPINO EYE 
   

Fig 9 Detecting the key point using SIFT in same eye 

FOREIGN EYE 

A. Normal to Normal B. Normal to Contact Lens C. Contact Lens to Contact Lens 
   

FILIPINO EYE 
   

Fig 10 Detecting the key point using SIFT in different eye 

In SIFT; Lowe approximated Laplacian of Gaussian with Difference of Gaussian for finding scale-space. SURF goes a little further 
and approximate LoG with Box Filter. One big advantage of this approximation is that, convolution with box filter can be easily 
calculated with the help of integral images. And it can be done in parallel for different scales. Also rely on determinant of Hessian 
matrix for both scale and location. 
For key point descriptor, in fig 11 shown the SURF uses Wavelet responses in horizontal and vertical direction (again, it use of 
integral images makes things easier). A neighbourhood of size 20sX20s is taken around the key point where s is the size. It is 
divided into 4x4 sub regions. For each sub region, horizontal and vertical wavelet responses are taken and a vector is formed like 
this, v =(∑푑  , ∑푑  ,  ∑ |푑  | ,∑ | 푑  |) . This when represented as a vector gives SURF feature descriptor with total 64 dimensions. 
Lower the dimension, higher the speed of computation and matching, but provide better distinctiveness of features. 

 

  

 

 
 
 
 
 

Fig. 11 Detecting the key points using SURF 
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For distinctiveness, SURF feature descriptor has an extended 128 dimension version. The sum of 푑  and |푑  | are computed 
separately for 푑 < 0 and푑 ≥ 0. Similarly, the sum of 푑  and |푑  | are split up according to the sign of 푑 , thereby doubling the 
number of features. It doesn’t add much computation complexity. OpenCV supports both by setting the value of flag extended with 
0 and 1 for 64-dim and 128-dim respectively (default is 128-dim)  

 

 
Another improvement is the use of sign Laplacian (trace of Hessian Matrix) for underlying interest point. It adds no computation 
cost since it is already computed during the detection. The sign of Laplacian distinguishes bright blobs on dark background from the 
reverse situation. In matching stage, we only compare features if they have the same type of contrast (as show in fig 11). This 
minimal information allows for faster matching without reducing the descriptor’s performance. 
In fig 12, shown the three categories results in detecting the key point using SURF in same eye. A shown Normal to Normal eye, B 
shown Normal to Contact Len and C has shown Contact lens to Contact Lens. Fig 13, shown three categories results in detecting the 
key point using SURF in different eye. A shown Normal to Normal eye, B shown Normal to Contact Len and C has shown Contact 
lens to Contact Lens. 

FOREIGN EYE 

A. Normal to Normal B. Normal to Contact Len C. Contact Lens to Contact 
Lens 

   

FILIPINO EYE 
   

Fig 12 Detecting the key point using SURF in same eye 

FOREIGN EYE 

A. Normal to Normal B. Normal to Contact Len C. Contact Lens to Contact 
Lens 

   

FILIPINO EYE 
   

Fig 13 Detecting the key point using SURF in different eye 
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The result of group of key points using FGM and it shown in fig 14 the group of key point using the two extraction algorithm which 
is SURF and SIFT. Using the function of drawKeypoint() in opencv which will draws the small circle on the location of key points 
and it will even shows the orientations. 

 

 

 

 

Fig 14 Group of Key points 

A new image is matched by individually comparing each feature from the new image to another image and finding candidate 
matching features based on the Ratio test by [31] distance of their feature vectors. 
The result of finding and calculated the distance of each point from a reference point in Table 2.And using the Brute-Force 
Algorithm it can match if the key points of one image to another image are match. Distance is calculated using OpenCV python 
software as described below: 

 

 

 

 

 

 

 

 

 

 

 

 

imageSIFT=cv2.drawKeypoints(canny,kp1,canny,None) 
imageSIFT1=cv2.drawKeypoints (canny1,kp0,canny1,None) 
imageSURF=cv2.drawKeypoints (canny,kp,canny,None) 
imageSURF1=cv2.drawKeypoints (canny1,kp0,canny1,None) 
keypointsTotal=cv2.drawKeypoints (canny1,kp0,kp2,canny1,None) 

cv2.imshow("COMBINATION OF KEYPOINTS IMAGE FOR IMAGE ONE",keypointsTotal) 
cv2.imshow("COMBINATION OF KEYPOINTS IMAGE FOR IMAGE TWO",keypointsTotal) 

good=[] 
 
for m, n in matches: 
    if m.distance<0.7*n.distance: 
        good.append(m) 
        print("COUNT DISTANCE",m) 
         
min_match_count = 0 
if len(kp1)<=len(kp2): 
    min_match_count = len(kp1)  
else: 
    min_match_count=len(kp2) 
     
if len(good)>MIN_MATCH_COUNT: 
    src_pts = np.float32([kp1[m.queryIdx].pt for m in good]).reshape(-1,1,2) 
    dst_pts = np.float32([kp2[m.trainIdx].pt for m in good]).reshape(-1,1,2) 
 
    M, mask = cv2.findHomography(src_pts, dst_pts,cv2.RANSAC, 5.0) 
    matchesMask = mask.ravel().tolist() 
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TABLE III 
RESULT FOR FINDING THE DISTANCE 

 

ORIGINAL SEGMENTATION KEYPOINTS IN FGM DISTANCE 
(HEX REPRESENTATION) 

FOREIGN EYE 
Without Contact lens 

SAME EYE 
  

 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
TOTAL FGM : 58 

 

 

    h,w = canny.shape 
    pts = np.float32([ [5000,2000] ]).reshape(-1,1,2) 
    dst=cv2.perspectiveTransform(pts,M) 
 
    img2 = cv2.polylines(img2, [np.int32(dst)], True, 255,3, cv2.LINE_AA) 
else: 
    print ("NOT MATCH, DIFFERENT PERSON") #% 
(len(good),MIN_MATCH_COUNT) 
    matchesMask = None 

FGM=len(good) 
print("FGM Count: " + str(int(FGM))) 

img3 = cv2.drawMatches(canny, kp1, canny1,kp2, good, None) 
plt.imshow(img3, 'gray'),plt.show() 
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ORIGINAL SEGMENTATION KEYPOINTS IN FGM DISTANCE 
(HEX REPRESENTATION) 

FOREIGN EYE 
Without and with Contact Lens 

SAME EYE 
  

 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
TOTAL FGM : 29 

 

 

Without Contact lens  
DIFFERENT EYE 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TOTAL FGM : 3 
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Without and with Contact lens  
DIFFERENT EYE 

   
 

 
TOTAL FGM : 2 
 

 

FILIPINO EYE 

With and Without Contact lens 
SAME EYE 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
TOTAL FGM : 31 
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Without Contact lens  
SAME EYE 

  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
TOTAL FGM : 92 
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Without and with Contact lens  
DIFFERENT EYE 

 
   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TOTAL FGM : 2 

 

Without Contact lens  
DIFFERENT EYE 

 
   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TOTAL FGM : 2 

 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.177 

                                                                                                                Volume 7 Issue V, May 2019- Available at www.ijraset.com 
     

©IJRASET: All Rights are Reserved 1687 

 
Table 2 has shown the two original eyes from foreign and Filipino eye, and it will undergo to segmentation to get the segmented eye 
and from the segmented eye the FGM will perform to find the key points found. If the FGM below 5 good key points it consider 
unmatched key points. And using Ratio test the good key points will store and it will find the good key points from one image to 
another image for matching stage using FLANN based matcher. 
3) Matching Result: The result of matching by using a new used algorithm name FLANN based matcher it’s a simple matcher that 

shown in Table 3. 
 

 

 

 

It take the descriptor of one feature in first set and is matched with all other feature is second set using some distance calculation and 
closet one is returned. It specifies the distance measurement to be used by creating the matcher object using the attribute 
DMatch.distance function to find the distance between descriptors. The lower, the better it is.  
In fig 15 shown detect 41 key point that can be match, using the FlannBasedMatcher() function it can find and located the key point  
distance that can be match.  

Fig 15 Key point’s distance matched 

Using FLANN or Fast Library for Approximate Nearest Neighbours it contains a collection optimized for fast nearest neighbor 
search in large datasets and for high dimensional features.  In FLANN can pass in two dictionaries which is FLANN based matcher. 
First dictionary is IndexParams to pass the key points that found in an image. Then second dictionary is the SearchParams it 
specifies the number of times the trees in the index should be recursively traversed. The higher values give better precision but its 
take more time to execute. 
4) Comparison of Previous study into Proposed Study: The previous study that use MLBP algorithm that shown in Table 1. It 

show the result for three categories/classification N-N (Normal Eye) = 56.66%, T-T (Colored Lens) = 66.83%, S-S (Soft Lens) 
= 94.91%. 

The Table 3, shown the accuracy in matching the contact lens if the eyes are same person with or without contact lenses. The result 
categories into two division an Filipino Eye and Foreign Eye that divide into three N-N (Normal Eye), N-C (Normal to Contact 
Lens), C-C (Contact Lens to Contact Lens) of same eye and different eye to identify if the eye are same person or not. 

FLANN_INDEX_KDTREE = 0 
index_params = dict(algorithm = FLANN_INDEX_KDTREE, trees=5) 
search_params = dict(checks=50) 
 
flann = cv2.FlannBasedMatcher(index_params, search_params) 
 
matches = flann.knnMatch(des1, des2, k=2) 
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TABLE IIIII 
ACCURACY OF PROPOSED STUDY 

FOREIGN EYE – SAME EYE 
NORMAL TO NORMAL (N-N) NORMAL TO CONTACT LENS (N-C) CONTACT LENS TO CONTACT 

LENS (C-C) 
  

 
 
 

 

 

FOREIGN EYE – DIFFERENT EYE 
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FILIPINO EYE – SAME EYE 

   

   

FILIPINO EYE – DIFFERENT EYE 
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The summary Table of accuracy for Contact Lens Detection for security using FGM with FLANN based matcher show how 
effective to match the one image to another image by using key points. And it easy identify if the two eyes are same person or not.  

 

IV. CONCLUSION AND RECOMMENDATION 
The new used FGM with FLANN based matcher algorithm proved the applicability and accuracy to match one image to another 
image even if has a contact lens or without contact lens. The proposed study was being tested and experiment in AMD Ryzen 5 
2500U with 2GHz processor, 4GB Mobile RAM, dual graphic card and GPU rendering of RX 560 x with 5GB.Based on the result 
obtained from the experiments the proposed new used algorithm shows potential for contact lens detection for security challenges as 
the previous study presented. It is recommended that more work on how to improve the matching in normal to contact lens 
detection. 
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