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Abstract: Diabetes Mellitus is major health concern of today's day and age. It affects people of all ages, all around the world. So, 
far no cure has been found for diabetes. However, it can be managed by medicines, maintaining a healthy lifestyle and 
medications. It can be a source of considerable burden for people affected by it both psychologically and financially. So, early 
detection of diabetes becomes necessary as it will help a patient in the longer run. Machine Learning has lately been used in 
health industry for the prediction and management of diseases. This study focuses on diabetes so, only those systems will be 
studied here that focus on diabetes. These systems were designed with a goal in mind of predicting or managing diabetes. It was 
found out that these algorithms used a wide range of algorithms and had a good performance. The algorithm that was used in 
multiple of those systems and perhaps the most popular one was Support Vector Machine. It was found out that it had high 
accuracy on a consistent basis. 
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I. INTRODUCTION 
Diabetes Mellitus is a disease which is a source of burden on the patients as well as on the health care systems around the world [1]. 
It is a growing disease and it is estimated by the year 2035 more than 592 million people all around the world will be affected by 
diabetes [1]. It occurs when the pancreas stops making insulin or when the cells within the body stop responding to insulin [2]. No 
cure is available for diabetes as of now but it is possible to delay or control it with proper diet [3]. Diabetes puts the patient at risk of 
various other diseases like nerve damage, kidney disorders, blindness and heart disease [4]. The percentage of diabetic people who 
die from a heart disease or some blood vessel disease stands at higher than 80% [4]. Some of the people who acquire diabetes are 
not aware about the high-risk diseases associated with it [5]. Diabetes Mellitus is a heterogeneous group of genetic and clinical 
disorders, all sharing glucose intolerance [6]. Diabetes can mainly be classified into groups, Type 1 and Type 2; Type 1 is mostly 
found in juveniles and it has a sudden abrupt of symptoms while as Type 2 is associated with least or sometimes no symptoms [6]. 
Computer science and Machine learning has made  long strides and is now being used in medical settings [7] for the better diagnosis 
and treatment of patients.  
Machine learning techniques can make use of EHR (electronic health record) to predict the susceptibility of a disease in a person 
[8]. The data associated with each patient encounter is stored in an EHR [9, 10]. Along with numerous other challenges in the 
medical settings; machine learning has been used to tackle diabetes as well. Many kinds of models, approaches and systems have 
been proposed. In this study an attempt has been made to review some of those approaches which have been proposed. 

II. LITERATURE REVIEW 
For the medical diagnosis of diabetes, a model [11] was proposed. It was more of a hybrid model as it integrated in itself a 
supervised machine learning algorithm along with an unsupervised machine learning algorithm. This model made use of a dataset 
based on the real world and it outperformed some of the other systems which were working on similar problems. SVM was the 
algorithm used for the forecasting of diabetes along with a rule-based component. The intention behind this model was to build a 
system that could be used as a second opinion for the forecasting of diabetes in population at high risk. The model performed well 
and had a high prediction accuracy. 
For the classification of persons to determine whether a person has a disease or not, an approach [12] making use of SVM was 
proposed and for purposes of illustrations diabetes was selected as the test case. This study gave promising results and helped find 
out if a person has diabetes or not. This experiment had a high success rate. 
A study [13] was carried out to find the effectiveness of machine learning algorithms in predicting diabetes. The study was 
conducted based on a set of ten parameters which may increase the chances of developing diabetes in an individual. The algorithms 
used for this study were Naive Bayes Classifier, KNN and ANNs. Upon the completion of this study it was found that ANNs had 
the best performance in predicting accuracy of the outcome followed by Naive Bayes and KNN; their accuracies were 96%, 95% 
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and 91% respectively. The researchers argued that the performance can be made even better if the training data size were increased 
and various other factors incorporated and identified. 
A mobile phone app [2] was developed to forecast the occurrence of diabetes in a person. This app would present the user with a 
questionnaire that was to be filled. It was filled with questions related to the diabetic symptoms, activities performed by the user and 
questions related to the user, like height weight etc. The questionnaire was compiled by medical experts. The user would fill the 
form, these inputs then were fed to the machine learning back end of the mobile application for training purposes. A real-world 
diabetes dataset was used for evaluating the performance of the machine learning models. Four machine learning algorithms used 
were Multi-level perceptron, Naive Bayes, Polykernal SVM and J48. It was found out that J48 gave the highest results on 
sensitivity, specificity and ROC of 0.890, 0.928 and 0.928 respectively. 
A cascade learning system model [4] was put forth in order to classify the diabetes. The algorithms used in this study were Least 
square support vector machine and (LS-SVM) and Generalized Discriminant Analysis (GDA). This system consisted of two stages, 
stage 1 and stage 2. The first stage made use of GDA with an aim to discriminant feature variables between diabetic patients and 
healthy persons. This stage is a part of data pre-processing. Now, the second stage making use of the LS-SVM is what was used for 
diabetic classification. This stage had an accuracy of 82.05% for classification. The researchers concluded this study with the 
statement that this method can be used in the assistance for the detection of diabetes. 
A study [14] was carried out to find out the relationship between HW phenotype and type 2 diabetes, using machine learning. A 
total of 11937 subjects were chosen for this study out of which 4806 were men and 7031 females. Naive Bayes and Logistic 
Regression were the algorithms used in this study. This study showed a strong evidence between the HW phenotype and type 2 
diabetes and it showed the association was much more pronounced in men than in women. 
A system [15] using Artificial Neural Network and Fuzzy Neural network was developed for classifying heart disease and diabetes. 
Dataset used in this study was from the machine learning repository of the University of California, Irvine. The researchers claimed 
that the hybrid model they had proposed based on the Artificial Neural Network and Fuzzy Neural Network had one of the best 
accuracies when compared to similar systems existing at that time. 
Another study [16] was carried to determine the risk of incident related diabetes. This study made use of the Henry Ford FIT 
dataset. This dataset contained a recorded of 32,555 patients who did not have any heart or canary artery disease. These patients 
were had to go through a clinician referred exercise treadmill stress and after five years it was found out that the number of those 
patients who had acquired diabetes after a period of five years stood at 5099. Naive Bayes was the best performing algorithm with 
the precision rate of 86.7%. It was closely followed by Random Forest and Logistic Regression. Random Forest had an accuracy of 
84.3% and Logistic Regression had an F1-score of 91.5%. 
Use of Support Vector Machine for the diagnosis was proposed in a paper [17]. The key idea here was to present a intelligible 
representation of the outcome that the Support Vector Machine had achieved. The system proposed here was based on a hybrid 
model; for model building and sampled a combination of a supervised and unsupervised algorithms was used. Also, a rule-based 
explanation component was added to it. The output of the predictions made by this model was supposed to be used as a second 
opinion in the prediction of the diabetes. The researchers claimed that their system was very accurate as it had a high accuracy rate. 
For the classification of diabetes, a model [18] was proposed. It made use of the Support Vector Machine and a high dimensional 
dataset obtained from the machine learning repository of University of California, Irvine. It was argued that the most optimal values 
for the parameters for a particular kernel is critical and related to the amount of data that is available. The accuracy, sensitivity and 
specificity metrics for this model were 78%, 80% and 76.6% respectively. 
Approaches [19] towards the use of machine learning techniques on electronic health records were proposed with a goal in mind to 
get a valuable insight about the disease processes. The model that was built here was a predictive model for progression from pre 
diabetes to post diabetes. The platform on which this model was based on is Reverse Engineering and Forward Simulation (REFS). 
REFS explored a wide model space, relying on Bayesian scoring algorithm. The output of REFS is the distribution of risk 
estimation obtained from ensemble of a range of prediction models. It predicted the progression of type 2 diabetes accurately with 
an AUC of 0.76. This was a hypotheses free analytical approach for checking the progression of diabetes and it made very accurate 
predictions.  
Machine Learning algorithms and SMBG values were used to train a model [20] for the prediction of hypoglycaemia in patients 
with type 2 diabetes. A number of datasets were used for the validation of the model. 10 week SMBG value was the optimal number 
required by the model. 92% sensitivity and 70% was the specificity was recorded the model. This model had a high level of 
specificity and sensitivity when predicting hypoglycaemia. 
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A model [21] that automatically warned of changes in the blood glucose level was proposed. It made use of the support vector 
regression that was trained on data specific to patients and a physiological model of blood glucose dynamics that was set to generate 
informative features for the support vector regression. Diabetic experts were outperformed by the predictions made by this model 
and it could predict hypoglycaemic events 30 minutes before they occurred. The precision of this model stood low at 42%. 
A system [22] was introduced for the automatic diagnosis of diabetes. It was based on Morlet Wavelet Support Vector Machine 
Classifier and Linear Discriminant Analysis (LDA). This system was made up of three stages, LDA was used for feature 
classification and reduction, and a classification stage that made use of the Morlet Wavelet Support Vector Machine Classifier. 
Features of the healthy patients were obtained in the first stage which were then fed to the second stage. In the third and final stage 
the correctness of the diagnosis made by the first two stages was done using the metrics of specificity, sensitivity, confusion matrix 
and classification accuracy. 89.74% was the classification accuracy of this system. 

III. CONCLUSION 
In this review paper many models and approaches based on machine learning techniques aimed at predicting and managing diabetes 
were discussed. Many more equally good approaches and models do exist that have not been discussed. We live now in a time 
where gigantic quantities of data are generated every minute. Information is considered to be the most valuable asset of this day and 
time. Earlier the medical settings didn’t maintain the large records of the patients but with the advent of information age even the 
medical settings have been maintaining records of the patients digitally, popularly known as the electronic health records. Today, we 
have access to many of those EHRs. This data available to us can be leveraged to make machine learning models that predict the 
occurrence of a disease in a person, help us managing it or even help us in checking its progression. Diabetes was the disease that 
was focused upon in this study. Many approaches and models based on machine learning geared towards tackling diabetes were 
studied. It was observed that these models were successful at predicting its occurrence with high accuracy. Some of those models 
were geared toward managing diabetes or checking its progression and they performed good as well. The algorithms that most 
frequently occurred in most of these models with consistent high accuracy rates for prediction were Support Vector Machine and 
Naive Bayes.  We can conclude this study with the statement that most of these systems perform well in the detection of the diabetes 
and can be used as a second opinion.. 
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