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Abstract:- Ant Colony Optimization is mostly used to find the short path to reach the destination for food source to their nest 
which helps to solve so many problem optimizations. It is based on the    meta-heuristic function that should be presented in 
classification problems. The problem making more challenging when concept drift occurs when data totally change in 
different time and the major problems of data stream mining is infinite length, concept drift, concept evolution. Novel class 
detection in data stream classification is interesting research topic for concept drift problem here we compare different 
techniques for same. Most of the existing data stream classification techniques that work to assume that the feature space of 
the data points in the stream is static. 
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I. INTRODUCTION 

In Ant Colony Optimization, problems are defined in terms of components and states, which are sequences of components. Ant 
Colony Optimization incrementally generates solutions in the form of paths in the space of such components, adding new 
components to a state. Memory is kept of all the observed transitions between pairs of solution components and a degree of 
desirability is associated to each transition depending on the quality of the solutions in which it occurred so far. While a new 
solution is generated, a component y is included in a state, with a probability that is proportional to the desirability of the 
transition between the last components included in the state, and y itself. From the point of view, all the states finishing by the 
same component are identical [1].  
The feature space that represents a data point in the stream may change over time. For example, consider a text stream where 
each data point is a document, and each word is a feature. Since it is impossible to know which words will appear in the future, 
the complete feature space is unknown. Besides, it is customary to use only a subset of the words as the feature set because most 
of the words are likely to be redundant for classification [2]. 
The probabilistic rule is biased by pheromone values and heuristic information: the higher the pheromone and the heuristic 
value associated to an edge, the higher the probability an ant will choose that particular edge. Once all the ants have completed 
their tour, the pheromone on the edges is updated. Each of the pheromone values is initially decreased by a certain percentage. 
Each edge then receives an amount of additional pheromone proportional to the quality of the solutions to which it belongs 
repeatedly applied until a termination criterion is satisfied. 

II. DATA STREAM MINING 

A data stream is an ordered sequence of instances that arrive at a rate that does not permit to permanently store them in memory. 
Data streams are potentially unbounded in size making them impossible to process by most data mining approaches.  
The main characteristics of the data stream model imply the following constraints [3] 

A. It is impossible to store all the data from the data stream. Only small summaries of data streams can be computed and 
stored, and the rest of the information is thrown away. 

B. The arrival speed of data stream tuples forces each particular element to be processed essentially in real time, and then 
discarded. 

C. The distribution generating the items can change over time. Thus, data from the past may become irrelevant or even 
harmful for the current summary. 
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Table 1: Traditional and stream data mining comparison 

Most of data stream analysis, querying, classification, and clustering applications require some sort of summarization 
techniques to satisfy the earlier mentioned constraints. Summarization techniques are used for producing approximate answers 
from large data sets usually by means of data reduction and synopsis construction. This can be done by selecting only a subset 
of incoming data or by using sketching, load shedding, and aggregation techniques. 
 
1) Sampling: Random sampling is probably the first developed and most common technique used to decrease data size whilst 

still capturing its essential characteristics. It is perhaps the easiest form of summarization in a data stream and other 
synopses can be built from a sample itself [4]. To obtain an unbiased sample of data we need to know the data set’s size. 
Because in the data stream model the length of the stream is unknown and at times even unbounded, the sampling strategy 
needs to be modified. 

2) Sketching: Sketching involves building a statistical summary of a data stream using a small amount of memory. It was 
introduced by Alon, Matias, and Szegedy [5] and consists of frequency moments.  

3) Histograms: Histograms are summary structures capable of aggregating the distribution of values in a dataset. They are 
used in tasks such as query size estimation, approximate query answering, and data mining. The most common types of 
histograms for data streams are: V-optimal histograms, equal-width histograms, end-biased histograms. 

4) Wavelets: Wavelets are used as a technique for approximating data with a given probability. Wavelet coefficients are 
projections of a given signal (set of data values) onto an orthogonal set of basis vectors. There are many types of basis 
vectors, but due to their ease of computation, the most commonly used are Haar wavelets [6]. 
 

III. CONCEPT DRIFT MINING 

Concept drift is an unforeseen substitution of one data source S1 (with an underlying probability distribution IIS1), with another 
source S2 (with distribution IIS2). The most popular example to present the problem of concept drift is that of detecting and 
filtering out spam e-mail. The distinction between unwanted and legitimate e-mails is user-specific and evolves with time. As 
concept drift is assumed to be unpredictable, periodic seasonality is usually not considered as a concept drift problem. As an 
exception, if seasonality is not known with certainty, it might be regarded as a concept drift problem. The core assumption, 
when dealing with the concept drift problem, is uncertainty about the future – we assume that the source of the target instance is 
not known with certainty. 
The first plot (Sudden) shows abrupt changes that instantly and irreversibly change the variables class assignment. Real life 
examples of such changes include season change in sales. The next two plots (Incremental and Gradual) illustrate changes that 
happen slowly over time. Incremental drift occurs when variables slowly change their values over time, and gradual drift occurs 
when the change involves the class distribution of variables. 
Some researchers do not distinguish these two types of drift and use the terms gradual and incremental as synonyms. A typical 
example of incremental drift is price growth due to inflation, whilst gradual changes are exemplified by slowly changing 
definitions of spam or user-interesting news feeds. The left-bottom plot (Recurring) represents changes that are only temporary 
and are reverted after some time. This type of change is regarded by some researchers as local drift [7]. 
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Fig 1: Constant testing time for all the algorithms and a visible example of concept drift 

This drift is not certainly periodic, it is not clear when the source might reappear, that is the main difference from the 
seasonality concept used in statistics. The fifth plot (Blip) represents a “rare event”, which could be regarded as an outlier in a 
static distribution. In streaming data, detected blips should be ignored as the change they represent is random. It is important to 
note that the presented types of drift are not exhaustive and that in real life situations concept drift is a complex combination of 
many types of drift. 

 
Fig 2: Types of changes in streaming data 
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If a data stream of length t has just two data generating sources S1 and S2, the number of possible change patterns is 2t. Since 
data streams are possibly unbounded, the number of source distribution changes can be infinite. Nevertheless, it is important to 
identify structural types of drift, since the assumption about the change types is absolutely needed for designing adaptively 
strategies. 

IV. STREAMING ENSEMBLE ALGORITHM 

Street and Kim [8] proposed an ensemble method called Streaming Ensemble Algorithm (SEA) that changes its structure to 
react to changes.  They propose a heuristic replacement strategy of the “weakest” expert based on two factors: accuracy and 
diversity.  Accuracy is important because, as the authors suggest, an ensemble should correctly classify the most recent 
examples to adapt to drift.  On the other hand, diversity is the source of success of such ensemble methods like bagging or 
boosting in static environments.  The pseudo-code for SEA is listed in Algorithm is given below 
The Streaming Ensemble Algorithm [8] 

 
 
The algorithm processes the incoming stream in data chunks.  The size of those chunks is an important parameter because it is 
responsible for the trade-off between accuracy and flexibility. Each data chunk is used to train a new classifier, which is later 
compared with ensemble members.   

 
Fig 3: Data distribution 

If any ensemble member is “weaker” than the candidate classifier it is dropped and the new classifier takes its place.  To 
evaluate the classifiers Street and Kim propose using the classification accuracy obtained on the most recent data chunk. They 
assign weights to components according to their accuracy and additionally diversify the candidate classifiers weight.  
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V. CONCLUSION 

The mining of data streams with concept drift is build into a sub division of knowledge discovery, with its own individual 
research problems. The need for accessible by processing with time and memory constraints forces researchers to find the 
resulted focus on resource usage while designing accurate classifiers. In Addition, concept drift of data stream introduces the 
requirement for a forgetting mechanism that dynamically removes outdated data. In future we plan to implement that analyze 
the various ways of diversifying ensemble members like the use of different base learners or promote. 
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