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Abstract: Outlier pattern detection is one of the important data mining tasks. In general everything follows a particular pattern. 
Finding this patterns in time series data is known as pattern mining. Outlier is unusual or surprising pattern which occur rarely 
in datasets. Event or sequence of events are frequent when they have frequencies greater than defined frequency. This defined 
frequency is usually the mean of frequencies corresponding to each pattern. This mean estimator is sometimes a biased 
estimator, and gives incorrect results. 
Therefore, suffix tree based approach using standard deviation is used. This is pattern searching approach and concerned with 
the frequency of patterns. This approach uses (mean-3*standard deviation) for the comparison of pattern’s frequency instead of 
mean. As per the (68-95-99.7) rule of the statistics, 99.7 % of the values of the data are in the three standard deviations of the 
mean. The three-sigma rule states that at least 88.8% accuracy can be achieved even for non-normally distributed variables. 
Therefore proposed approach is better in eliminating wrong patterns and finding the accurate outlier patterns. Four different 
datasets have been used. The existing method detects some wrong candidate outlier patterns, which are eliminated in the 
proposed approach. Results show that 64.27% wrong patterns are eliminated as compared to existing methods with mean; in 
addition, 16% improvement in time is also achieved over the existing method. 

I. INTRODUCTION 
Time Series data is one which is recorded at the same interval of time or regularly. The data can be weather records, transaction 
summery of a store, medical report of patient, road or network traffic, stock price movement, gene expressions etc. The data is same 
as temporal data. Time series data is used to discover some hidden knowledge which is not possible using simple queries like SQL. 
“Pattern Mining” refers to the method of data mining, which is to search for patterns in data. It helps in taking strategic decisions 
used to predict future events and patterns. Patterns which are unusual or irregular are outliers or surprising patterns. Detection of 
outliner patterns is more important as compare to a regular one in various areas like fraud detection, weather forecasting, unusual 
ECG heart beat etc. Outliers can be of many types for instance, in a certain sequence event ’a’ and ’b’ might not be outliers but a 
sequence ’aba’ might be an outlier sequence. There is many work already has been done in this area. STNR (suffix tree based noise 
resilient) is most popular algorithm among them. The pattern which are of low frequency (number of appearance) are considered as 
outliers. There are 3 types of periodicity there i.e. symbol, sequence and segment. 

II. RELATED WORK 
A. Pattern Mining  
In [1] Ashis Kumar, Chanda et al. proposed FPPM (Flexible Periodic pattern mining) previous methods have shown that there is a 
huge amount of candidate generation. The proposed approach ignores trivial or undesirable events, not treating them as term. This is 
also used to extract all the 3 types of periodicity i.e. symbol, segment and sequence periodicity. Paper [2] proposed an algorithm 
which removes noise presented in the data patterns. This deals with all types of noise presented in data. In [3] Comparison of 
different algorithms like WRAP, CONV, ParPer, and STNR for finding periodic patterns has been shown. STNR can detect all type 
of periodicity such as symbol, segment and partial periodicity. By using CONV only symbol and segment periodicity is detected. 
Only segment periodicity is detected by using WRAP. And ParPer discovers only fractional periodicity. From the comparison of 
those 4 algorithms it is concluded that STNR is found to be the most efficient and resourceful algorithm among all. In [4] proposed 
a method to efficiently mining similarity profiled temporal association patterns using FP-tree.it is based on creating FP-tree which is 
usually substantially smaller than the original database and thus save the cost of subsequent mining process.  

B. Periodic Outlier detection  
In [5] numerous procedures for detecting outlier patterns are examined. Which are discussed below - In [6] Base Algorithm - Fu et 
al. proposed Base algorithm based on some properties of Haar wavelet transform, Time series dissonances are continuance of a long 
time series which are at most unlike to all the other of the time series subsequence. Subsequence comparisons are ordered using 
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Haar transform for effective pruning. In this algorithm, all the possible candidate subsequence in outer loop are 
extracted, the interval to the nearest non-self-match for each candidate subsequence is found in inner loop. The candidate pattern 
which has the longest distance to its nearby non-self-match is declared as discord. At each stage of this algorithm different 
assumptions are followed. This algorithm is sub-ordered as the Outliers classification. In [7] Heuristic Discord Discovery - Keogh et 
al. proposed a simple algorithm, Heuristic Discord Discovery. This algorithm is three to four magnitude fast as compare to 
brute force that was competently finding discords. The efficiency of the discord detection algorithm was tested by Keogh 
et al. on 82 various time-series datasets from different domains. Three possible heuristic strategies: magic, random and perverse are 
pronounced which is surveyed by Approximation to Magic Heuristics by via SAX (Symbolic Aggregate Approximation). This 
algorithm falls under Subsequence as Outliers classification. 
In [7] Tarzan Algorithm - Keogh et al. define a soft match version where the frequency of sample P in Database D is defined using 
the largest number, which means that each subsequent length of L occurs at least once in D. Surprising patterns can be found using 
the Tarzan algorithm on dataset which contains the power demand for a Dutch research facility for the entire year of 1997.. This 
algorithm uses a suffix tree that efficiently encodes the frequency of all observed patterns, and the Markov model allows the 
prediction of the frequency of the previously observed patterns. First the suffix tree is built. A revelation can be measured for all 
samples in the new database. The amount of time and space required is simple in database size. Tarzan is not an acquaintance. The 
name is given because the heart of the algorithm is based on the comparison of two suffix trees. This algorithm falls under the 
outlier Subsequence in the test time series. 
InfoMiner Algorithm -In [8] Yang, R., Wei Wang, and Philip S. Yu. Infominer+: mining partial periodic patterns with gap penalties 
discover surprising periodic patterns. Their surprise prioritizes those patterns involving less frequency and more support. Support 
means matching repetition. A new kind of measurement was introduced here. It was called information, which values the degree of 
surprise of each occurrence of a pattern. Information treats occurrence as a continuous and monotonically decreasing function of its 
probability of occurrence. Thus patterns with different probability occurrences are handled easily. This information gain concept can 
address the adverse effects of closed asset infringement through an information gain measurement. It therefore provides an effective 
solution to this problem. This algorithm falls under the outlier Subsequence in the test time series. 
Besides the above, Chuah et al. [9] proposes a variance detection scheme based on time series analysis that allows computers to 
detect if there is any abnormal heart rate in the real-time sensor data flow. If there is a discrepancy, the time series is transmitted to 
the physician through the network so that he can diagnose the problem and take appropriate action. The Adaptive Windows Based 
Discord Discovery scheme that the authors designed was motivated by the two schemes Brute Force Discord Discovery (BFDD) 
and the Heuristic Discord Discovery (HDD) schemes. [10] Used sub-series join to obtain the similarity relationships among sub-
series of the time series data. Then the anomaly detection problems can be converted to graph theoretic problems solvable by 
existing graph theoretic algorithms.  
In [11] Han et al. have detected partial periodic patterns (ParPer) by mining association rule i.e. a pattern is said to be a frequent 
partial pattern in the time series if its confidence is more or equal as compared to a threshold min+ confidence The effective mining 
of partial periodic patterns is executed by authors for only a single period as well as for a set of periods.  
In [12] Elfeky et al. proposed periodicity detection algorithm based on convolution (CONV). There were 2 types of periodicity have 
been detected by the author. The first is segment periodicity and the other is symbol periodicity The concept behind this algorithm 
for segment periodicity detection was to practice the idea of convolution in order to compare and shift the time series for all the 
most possible values of that period.  
In [13] Rasheed et al. proposed Suffix tree Noise Resilient algorithm (STNR) for detecting all types of periodicity. In this process 
numerical data is decomposed into digital data. The suffix tree representation for numerical data is then developed. The tree is 
quoted to give the event vector of a substance. The periodicity is given the difference in occurrence positions. 
In [14] Chitharanjan et al. have studied various periodicity finding algorithms and done comparison with among four above definite 
algorithms [8]. CONV gives best time result in comparison to WARP, ParPer and STNR.  
[15] Pujeri et al. have suggested a Constraint Based Periodicity Mining methodology where the periodicity is mined for recurrent 
patterns based on specific constraints on the development of a FP (Frequent Pattern) Tree.  
In [16] Huang et al. offered their algorithm for obtaining asynchronous periodic patterns, where the periodic happenings can be 
shifted in an acceptable range within the time axis. 
In [17] F. Rasheed and R. Alhaji et al. associated their work to obtain better outcomes with the InfoMiner algorithm. 
In [18] E.Keogh et al. classify subsequence as outliers on 82 various time-series data-sets using symbolic comprehensive estimate. 
In [19] Archana et al. presented a transient overview on various different methods for outlier pattern detection in time series data. 
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III. BACKGROUNDS 
Here, we start with the basic terminologies of periodic pattern. This project is based on STNR algorithms. To understand the 
proposed approach one need to understand some important terms used in this project  

A. Time Series Data 
Time Series is a sequence of data points occurred on a regular basis or in a uniform time interval. Time series is a data related to the 
time and it can be easily represented by graphs. Level of employment measured every month can be considered as an example of 
time series. Fig 1 shows a simple representation of time series in graph.  

B. Periodicity Detection 
Periodicity mining is used to predict the behaviour of time series sequences. There are two types of periodicities which are symbol 
and segment periodicity. While segment periodicity concerns for the periodicity of the whole time series, values or symbol of the 
time series. 

C. Outlier Detection 
Outlier patterns are different from other patterns. They are periodic but comparatively they occur less frequently in datasets. For 
example, the pattern X = ab with period p = 7 is a improved candidate for the outlier pattern in the order. 

D. Mean and Standard Deviation 
Mean is one of the most widely held events in statistics, used with both continuous and discrete datasets. Mostly used with 
continuous frequent data. The “mean” is equal to some of all values divided by numbers of all values in dataset. 

ݔ̅ =
ଵݔ) + ଶݔ + ଷݔ + ⋯+ (௡ݔ

݊  

The formula is usually written slightly differently using the Greek uppercase, clear “sigma”, which means “addition of…” 

ݔ̅ =
ݔ∑
݊  

Standard Deviation is a measure of how much the points are spread within datasets. Formula for the standard deviation formula is: 

ݏ = ඨ∑(ܺ − തܺ)ଶ

݊ − 1  

Where, s = sample standard deviation  ∑ = sum of...  
തܺ = sample mean n = number of scores in sample. 

IV. ALGORITHM TO DETECT PERIODIC OUTLIER PATTERN 
The sequence of proposed approach - 

A.  Discretization Process 
It transforms the time series into a series consisting of a finite set symbols. For example, consider the time series containing the 
hourly number of transactions in a superstore; For example, consider a time series in a supermarket with the number of transactions 
per hour; The following mapping is defined by discretization processes taking into account the various limitations of the transaction: 
0 transactions: a, f1 to 200g transactions: b, f201 to 400g transactions: c, f401 to 600g transactions: d,f>600g transactions: e. Based 
on this mapping, the time series T = 243,267,355,511,120,0,0,197 it can be discretized into T’= cccdbaab. 

B.  Periodicity Detection  
A time series is discretized into a finite set of alphabets which results in a string s of length n. fmax is the maximum possible 
repetitions (or frequency) of the pattern X within the range ݅௦௧  and ending at position ݅௘௡ௗ with period p in string s.  

௠݂௔௫ =
(݅௘௡ௗ + 1− |ܺ| − ݅௦௧)

݌ + 1 

,ܺ)݂ ݊݋ܿ ݅௦௧ , ݅௘௡ௗ  ) =
݂
௠݂௔௫

 

f= actual number of repetitions (frequency) in the given range A periodic pattern X is said to be frequent if its confidence is greater 
than or equal to a user-defined threshold confine.  
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C.  Optimization  
Most existing algorithms expect the user to manually identify which of the reported periods are useful. And hence, non-redundant. 
We use several parameters to allow the user to specify his preferences and to remove unnecessary redundant periods. (ex. - 
minSeglen, dmax).  

D.  Outlier Periodic Pattern  
Candidate outlier pattern as the one which is less frequent than the patterns with same length.  

E. Periodicity Detection for Outlier Patterns  
1) Build a suffix tree for the input sequences; 2) annotate the suffix tree such that each internal node records the length of 

substring it represents (the string obtained by tracing from the root till the node) and the frequency of the substring in the 
sequence; 3) Build a pattern frequency table (PFT) for recording the frequency of different length (up to the maximum pattern 
length); 4) Identify the candidate outlier pattern; 
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TABLE I: An Example of a Table 
One Two 
Three Four 

It is recommended that to use a text box for inserting a graphic (that should be ideally a 300 dpi EPS or TIFF file, including all fonts 
set in) as in a document, this technique is to some extent more stable comparatively directly inserting the picture.  
Fig. 1: Amorphous magnetic core and reluctance of the oscillating winding on the DC bias magnetic field. 
Figure Label: Use the 8 Point Times New Roman to label. Use words instead of symbols or acronyms when writing figure axis 
labels to avoid confusing the reader. For instance, write the quantity O`MagnetizationO´ , or O`Magnetization, MO´ , not just 
O`MO´. If the label contains units, display them in parentheses. Do not label only units with axes. For example, write 
O`Magnetization (A/m)´O or O`Magnetization A[m(1)]O´ , not just O` A/mO´ . Do not label axes with proportions of sizes and 
units. Such as, write ` OTemperature (K) ´ O, not ` OTemperature/K.´O 

V. CONCLUSION 
Pattern mining is a branch of data mining and many work has been already done in this field. Detection and estimation of outliner 
patterns can be described using mean estimation. In this proposed approach standard deviation for detecting candidate outlier is 
used. In this project suffix tree based method is proposed, First of all patterns are detected using this tree, then Pattern on the basis 
of their periodicity is detected and then Outlier candidates are recognized on the basis of some constraints. 

A. Appendix 
Appendixes should come before the acknowledgment.  
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