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Abstract—Leaf diseases weaken trees and shrubs by interrupting chemical change, the method by that plants produce energy 
that sustains growth and defense systems and influences survival. Problem can be resolved when provided with the remedial 
action in time and this can be achieved with the introduction of technology in the system. This paper presents an improved 
method for leaf disease detection using an adaptive approach. The algorithm presented used to preprocess, segment and 
extract information from the preprocessed image. The segmentation is done using K-Means algorithm to achieve different 
clusters. The shape feature and color texture features are extracted from the affected reasons and send to the SVM classifier. 
The detection task performed and experimental results prove that the proposed method is efficient in reaching convergence. 
Keywords—Image Processing; Leaaf Diseases; Blackspot.  

I.  INTRODUCTION  

Plants can be damaged by infectious microbes such as fungi, bacteria, viruses, and nematodes. They can also be damaged by 
noninfectious factors, causing problems that can collectively be termed "abiotic diseases" or "abiotic disorders"[4]. Home 
gardeners are justifiably concerned when foliage of their yard trees become diseased, especially when these diseases cause 
defoliation, twig and limb death, and perhaps death of a tree that has been defoliated several years in a row [5]. Concerned home 
gardeners need information of disease and how to prevent or otherwise control leaf diseases. There are basically three leaf 
diseases that we are focusing: Blackspot, Anthracnose and Rust. Blackspot is a fungal disease caused by Diplocarpon rosae. It 
starts out by producing small black spots on the upper leaf surfaces. It's important to note that the edges of the spots are feathery. 
Leaves lower down on the bush are affected first. As the disease progresses, the feathery spots enlarge and often become ringed 
with yellow, then whole leaves turn yellow and drop from the plant. Where blackspot is severe, plants die due to defoliation. The 
blackspot fungus becomes active during warm, wet weather and requires free water on the leaves for 7 hours at 75 degrees to 
germinate. Symptoms will appear in approximately 3 days. The dry Southwest has few problems with blackspot while coastal 
areas that have very high humidity and warm temperatures often have disease outbreaks. As with mildew, prevention is your first 
line of defense[6]. Anthracnose is a fungal disease that often confused with blackspot because it also produces black spots on 
leaves. However, anthracnose spots have defined edges whereas blackspot edges are feathery. In the early stages of the 
anthracnose disease, the circular spots are red and quite small: 1/16- to- 1/8-inch in diameter. As the disease progresses, the spots 
enlarge and the centers turn light brown with a dark red ring around them. Eventually, the center drops out leaving a hole. In 
severe cases, the entire leaf will turn yellow and fall off. 

 

(a) 

 

(b) 



www.ijraset.com                                                                                                            Volume 3 Issue VI, June 2015 
IC Value: 13.98                                                                                                    ISSN: 2321-9653 

International Journal for Research in Applied Science & Engineering 
Technology (IJRASET) 

©IJRASET 2015: All Rights are Reserved  
540 
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Fig 1. Images of Leaf affected by diseases (a) Blackspot (b) Anthracnose (c) Rust 

Anthracnose develops during cool, moist conditions, which are common in Southern California during the spring. As soon as the 
weather warms up, anthracnose disappears. If you have anthracnose in your garden, follow the Prevention Guidelines above for 
blackspot. One of the most common and easily identifiable rose disease is Rust. It's caused by one of nine species of the 
phragmidium fungus which, in the spring, forms powdery, light orange to yellow spots on the undersides of the leaves. In the 
summer, the spots turn bright orange and in the fall, they turn black. 

II. REVIEW OF DETECTION METHODS 

The detection of disease is one in all the vital tasks. A disease reduces the assembly of agriculture. Each year the loss attributable 
to varied diseases is difficult half in agriculture production. Though work is disbursed until time on detection of diseases however 
correct segmentation of affected half supported style of family remains AN open drawback as an exploration space. Table1 shows 
the comparison between reviewed papers.  
P.Revathi and M.Hemalatha[10] presented a paper Classification of Cotton Leaf Spot Diseases Using Image Processing Edge 
Detection Technique. In this work we express new technological strategies using mobile captured symptoms of cotton leaf spot 
images and categorize the diseases using HPCCDD Proposed Algorithm. 
Al-Bashish  and Braik [17]proposed system, grape leaf image with complex background is taken as input. Thresholding is 
deployed to mask green pixels and image is processed to remove noise using anisotropic diffusion. Then grape leaf disease 
segmentation is done using K-means clustering. The diseased portion from segmented images is identified. Best results were 
observed when Feed forward Back Propagation Neural Network was trained for classification. 
Rakesh Kundal & Amar Kapoor[18] in paper of title “Machine learning technique in disease forecasting: a case study on rice 
blast prediction” proposed a prediction approach based on support vector machines for developing weather based prediction  
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Fig 2. Block diagram of Proposed Method 
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models of plant diseases. In this paper they compared the performance of conventional multiple regression, artificial neural 
network (back propagation neural network, generalized regression neural network) and support vector machine (SVM). 

III.  METHODOLOGY 

The detailed block diagram of proposed methodology is shown in figure 2.  

A. Input Image 
We used digital leaf images to identify diseases. The images were taken from different online sources. There are three common 
rose diseases that we used in this research, i.e., Blackspot, Anthracnose and Rust. Fig. 1 shows the disease images in JPEG 
format.  

B. Image Preprocessing 
Image pre-process tasks are the initial stage before feature extraction. There are three steps of image preprocessing processing, 
i.e., image cropping, image converting and image enhancement. The image is cropped on leaf diseases area, and then converted to 
gray levels. To enhance the image we used Laplacian filter. Fig. 3 shows pre-processing stage.   

 

(a) 

 

(b) 

Fig 3: Result after preprocessing 

C. Image Segmentation 
Image segmentation is one of the most important precursors for disease detection and has a crucial impact on the overall 
performance of the developed systems. The K-Means clustering technique is a well-known approach that has been applied to 
solve low-level image segmentation tasks. This clustering algorithm is convergent and its aim is to optimize the partitioning 
decisions based on a user-defined initial set of clusters [2]. Paper proposed k-means segmentation method to segment target areas. 
The area affected by the disease is the target area. Figure 3 shows the outputs from the segmentation. 

 

(a) 
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(b) 

 

(c) 

Fig 3. Segmented Leaf Images (a) Cluster1 (b) Cluster2 (c) Cluster3 

D. Feature Extraction  
Proposed method include two features color texture and space features. These features are total 17 in numbers including 13 color 
features and 4 shape features. Shape features including area, perimeter, circularity and complexity were extracted from the binary 
segmentation images. Color features and texture features were extracted from the color segmentation images. The former 
included mean of gray values of R/G/B component, variance of gray values of R/G/B component, skewness of gray values of 
R/G/B component, color ratio in RGB color model, mean of gray values of H/S/V component, variance of gray values of H/S/V 
component, and skewness of gray values of H/S/V component[7]. And the later included contrast in RGB color model, 
correlation in RGB color model, energy in RGB color model, homogeneity in RGB color model, contrast in HSV color model, 
correlation in HSV color model, energy in HSV color model, homogeneity in HSV color model, and 4×4 binary fractal 
dimension. The image analysis technique is done using Color Co-occurrence Matrix (CCM). The fungal affected areas vary in 
color and texture and are dominant in classifying fungal symptoms. So, we have considered both color and texture features for 
recognition and classification purpose. Image texture, defined as a function of the spatial variation in pixel intensities (gray 
values). The use of color features in the visible light spectrum provided additional image characteristic features over traditional 
gray-scale representation. CCM is a method in which both color and texture features are taken into account to arrive at unique 
features which represent that image. The CCM method involved three major steps. First, transformations of an RGB (Red, Green, 
Blue) color representation of an image to an equivalent HSI (Hue, Saturation, Intensity) color representation. Once this process is 
completed Color Co-occurrence Matrices from the HSI pixels is generated. Lastly, texture features from the CCM matrices are 
generated [8 & 9].  Input RGB image is converted to the HSV image. Each pixel map is used to generate a Color Co-occurrence 
Matrix, resulting in three CCM matrices, one for each of the H, S and I pixel maps. The Color Co-occurrence texture analysis 
method was developed through the use of spatial gray level dependence matrices (SGDM’s). The Gray Level Co-occurrence 
Method (GLCM) is a statistical way to describe shape by statistically sampling the way certain grey-levels occur in relation to 
other grey-levels[10]. The GLCM is based on the repeated occurrence of some gray-level configuration in the texture[11]. This 
method measures occurrence of gray levels between a specific position P (i, j) in the image and a neighboring pixel, according to 
a given distance d and direction θ. The CCM matrices are then normalized using the Equation 1. 

,݅)݌ ݆) = ௣(௜,௝,ଵ,଴)
∑ ∑ ௣(௜,௝,ଵ,଴)ಽషభ

ೕసబ
ಽషభ
೔సబ

……………(1) 

Where p(i,j) represents image attribute matrix 

,݅)݌ ݆, 1,0)represents represents the intensity co-occurrence matrix and L is total number of intensity levels. 

The hue, saturation and intensity CCM matrices are then used to generate the texture features [12]. The resulting 13 texture 
features for each HSI component and thereby a total of 39 CCM texture statistics. We have found that only 5 features contribute 
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as discriminating features as this is essential for better classification. Measurements that are possible to estimate via the co-
occurrence matrix are: energy, entropy, homogeneity, contrast and correlation. 

E. Support Vector Machine 
Support Vector Machine performs classification by constructing an N-dimensional hyper plane that optimally separates the data 
into different parts. SVM models are closely related to neural networks. SVM evaluates more relevant information in a 
convenient way [11]. As with any supervised learning model, we first train a support vector machine, and then cross validate the 
classifier. We used the trained machine to classify (predict) new data. 

IV. RESULT AND DISCUSSION 

The detection of disease is one in all the vital tasks. A disease reduces the assembly of agriculture. Each year the loss attributable 
to varied diseases is difficult half in agriculture production. Though work is disbursed until time on detection of diseases however 
correct segmentation of affected half supported style of family remains AN open drawback as an exploration space.  

Percentage accuracy can be calculated of the proposed method from the formula given below  

ݕܿܽݎݑܿܿܣ	݁݃ܽݐ݊݁ݎ݁ܲ =
ݏ݈݁݌݉ܽܵ	݀݁݃݅݊݃݋ܴܿ	ݕ݈ݐܿ݁ݎ݋݋ܥ
	ݏ݈݁݌݉ܽܵ	݂݋	ݎܾ݁݉ݑ݊	݈ܽݐ݋ܶ × 100% 

Table1 shows the comparison between proposed papers and previously presented paper. 

Table 1: Comparison of detection techniques 

Author Detection 
Technique 

Result 

P.Revathi and 
M.Hemalatha 

Texture Statistics 
Computation 

Less than 92% 

Sanjeev S 
Sannakki, Vijay S 
Rajpurohit, V B 
Nargund and 
PallaviKulkarni 

Neural Network 100% for Downy 
affected region 
and Powdery 
affected region 

KholisMajid, 
YeniHerdiyeni, 
AunuRauf 

Fuzzy Logic and 
PNN 

91.46% 

RakeshKundal& 
Amar Kapoor 

SVM method 97.2% 

Proposed Method Modified SVM 99.2% 

 

V. CONCLUSION 

This work consists of 4 phases to spot the affected a part of the illness. At first preprocessing is done which include two steps 
gray conversion and denoising. Second stage is k-means based Image segmentation which eventually does image analysis. Third 
stage is feature extraction that include color features and shape features. And after that classification of diseases is performed 
victimization our projected formula. The goal of this analysis work is to develop Advance automatic data processing system 
which will determine the illness affected a part of a leaf spot by victimization the image analysis technique. Prediction of the 
diseases and cuss recommendation is finished. The producers will amend the Yield and scale back the loss. Through this 
projected system the farmers' burden has been reduced and saves their life. Comparison of methods shows that SVM classifiers 
perform better than others. Accuracy of detection can be increased when using SVM classifier with more number of features 
included to it. 
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