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Abstract: Healthcare data analysis is becoming one of the most promising research areas. Diabetes, Liver Disease and Chronic 
Kidney Disease combinedly affects a mass of world’s population. The objective of this briefing is to develop an efficient decision 
support system to predict the possibility of a disease using the techniques of Machine Learning. Machine Learning is used to 
discover patterns in the data, detect and analyze trends and then make predictions with the help of algorithms. It provides 
methods, techniques and tools that can help in solving diagnostic problems in a variety of medical domains e.g. prediction of 
disease progression, extraction of medical knowledge for outcome research, therapy planning and support, and for the overall 
patient management. It offers a principled approach for developing sophisticated, automatic, and objective algorithms for 
biomedical data. This paper mainly focuses on diagnostically predict the possibility of mainly three diseases: Diabetes, Liver 
Disease and Chronic Kidney Disease.  
Keywords: Machine Learning (ML), Naïve Bayes Classification, Kernel Support Vector Classification, Decision Tree Classifier, 
Random Forest Classification, Logistic Regression Model, XGBoost Classifier, Diabetes, Liver Disease, Chronic Kidney Disease. 

I. INTRODUCTION 
Diabetes, Liver Disease and Chronic Kidney Disease are affecting millions of people worldwide. But with early diagnosis and 
treatment, it's possible to slow or stop the progression of these diseases. 
Diabetes is a serious, long-term condition with a major impact on the lives and well-being of individuals, families, and societies 
worldwide. The global diabetes prevalence in 2019 is estimated to be 9.3% (463 million people), rising to 10.2% (578 million) by 
2030 and 10.9% (700 million) by 2045. One in two (50.1%) people living with diabetes do not know that they have diabetes Just 
under half a billion people are living with diabetes worldwide and the number is projected to increase by 25% in 2030 and 51% in 
2045. [1]  
Liver Disease has emerged as a growing public health problem worldwide. Over the past several decades, it has relentlessly risen to 
become one of the leading causes of death and illness. Liver disease accounts for approximately 2 million deaths per year 
worldwide. Global prevalence of liver disease from autopsy studies ranges from 4.5% to 9.5% of the general population. Hence, it 
can be said that more than fifty million people in the world, taking the adult population, would be affected with chronic liver 
disease. [2] 
Chronic kidney diseases (CKDs) are the most common forms of kidney disease all around the world. The incidence of CKD is 
rising is mainly driven by population aging as well as by a global rise in hypertension, metabolic syndrome, and metabolic risk 
factors. Chronic kidney disease is a worldwide health crisis. 10% of the population worldwide is affected by chronic kidney disease 
(CKD), and millions die each year because they do not have access to affordable treatment. [3]  
The objective of this study is to assess the efficiency and accuracy of the used ML models for the prediction of these three diseases. 
This study focuses on structured data and for the best possible output classification and prediction, advanced machine learning 
algorithms like Random Forest, Decision Tree, Naive Bayes Classification, XGBoost Classifier, Kernel Support Vector 
Classification and Logistic Regression has been used.  
 

II. MACHINE LEARNING 
Machine learning is a method of data analysis that automates analytical model building. It is a branch of artificial intelligence based 
on the idea that systems can learn from data, identify patterns and make decisions with minimal human intervention. It focuses 
mainly on machine learning from their experience and making predictions based on its experience .A formal definition of machine 
learning is given by Mitchel: A computer program is said to learn from experience E with respect to some class of tasks T and 
performance measure P, if its performance at tasks in T, as measured by P, improves with experience E. [4] 
Machine learning is sub-categorized to three types: 
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A. Supervised Learning 
In supervised learning, the system must “learn” inductively a function called target function, which is an expression of a model 
describing the data. [5] A supervised learning algorithm takes a known set of input data and known responses to the data (output) 
and trains a model to generate reasonable predictions for the response to new data 
In this paper, prediction using supervised learning models has been done. 

B. Unsupervised Learning 
In unsupervised learning, the system tries to discover the hidden structure of data or associations between variables. In that case, 
training data consists of instances without any corresponding labels. [5] 

C. Reinforcement Learning 
In Reinforcement Learning, system attempts to learn through direct interaction with the environment so as to maximize some notion 
of cumulative reward. [5] 

 
Fig.1 Approaches of different types of Machine Learning 

III. ALGORITHMS 
To find hidden insights without needing explicit programming, Machine learning uses algorithms which learn from previous data to 
help produce reliable and repeatable decisions. Machine Learning at its core is just is a collection of algorithms. ML Algorithms 
leverage knowledge of statistics, probability, calculus, vector algebra, matrices, optimization techniques etc. Six classification 
algorithms has been used it this system which are as follows: 

Fig. 2 Different algorithms used in this project 
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A. Naïve Bayes Classification 
Naïve Bayes mainly targets the text classification industry. It is mainly used for clustering and classification purpose [6]. The 
underlying architecture of Naïve Bayes depends on the conditional probability. It creates trees based on their probability of 
happening. The Naïve Bayesian classifier is based on Bayes’ theorem with independence assumptions between predictors. This 
model is easy to build, with no complicated iterative parameter estimation which makes it particularly useful for very large datasets. 
Bayes theorem provides a way of calculating the posterior probability P(C/X) of class from P(C) is the prior probability of class. 

 
Fig. 3 Equation for Naïve Bayes 

P(X) is the prior probability of predictor and P(X/C) is the likelihood which is the probability of predictor given class. Naïve Bayes 
classifier assumes that the effect of the value of a predictor (X) on a given class(C) is independent of the values of other predictors 
called conditional independence. [7] 
 
B. Kernel Support Vector Classification 
SVM are powerful yet flexible supervised machine learning algorithms. Generally, it is considered to be a classification approach, 
but it can be used both for classification and regression process. SVM is able to handle multiple continuous and categorical 
variables. SVM constructs a decision boundary or hyperplane that divide the datasets into classes to find a Maximum Marginal 
Hyperplane (MMH), where we can easily put the new data point in the correct category in the future. The closest point to 
hyperplane is referred as Support Vector. Each dataset has a support vector point. The gap between dataset is known as margin. 
Greater margin will affect better computation result. [8] 
 
C. Decision Tree Classifier 
Decision trees are those types of trees which groups attributes by sorting them based on their values. Decision tree is used mainly 
for classification purpose. Each tree consists of nodes and branches. Each node represents attributes in a group that is to be classified 
and each branch represents a value that the node can take [9]. An example of decision tree is given in Fig. 3. 

 
Fig.4 Example of Decision Tree 

D. Random Forest Classification 
Random Forest is the most common ensemble method, as it consists of a collection of decision trees. The idea behind Random 
Forest is that we repeatedly select data from the data set and build a decision tree with each new sample and then the most predicted 
label becomes the class for that data point. The intention of using this classifier is to get a more accurate diagnosis. The reason that 
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random forest works so well is that a large number of relatively uncorrelated models (trees) operating as a committee will 
outperform any of the individual constituent models. The low correlation between models is the key as uncorrelated models predict 
more accurate results than any of the individual predictions. While some trees may be wrong many others will be right so as a group 
the trees are able to move in the correct direction. [8]  
 
E. Logistic Regression Model 
It is a classification algorithm which is used to predict the chances of happening of a problem. It gives statistical data. It is basically 
multi-class binary classification. Its concept is mostly similar to the concept of probability i.e., modeling of an event is occurring 
versus event is not occurring. For e.g., for a hospital dataset, whether the patient is diabetic or not needs to be predicted. Logistic 
Regression makes use of sigmoid function which takes solution of linear regression and output value between 0 and 1. It has S-
shaped curve known as logistic curve. 

Sigmoid Function = 1/(1 + eି୴ୟ୪୳ୣ) 
 

F. XGBoost Classifier 
It is short for eXtreme Gradient Boosting package. It is an efficient and scalable implementation of gradient boosting framework by 
(Friedman, 2001) (Friedman et al., 2000). The package includes efficient linear model solver and tree learning algorithm. It supports 
various objective functions, including regression, classification and ranking. The package is made to be extendible, so that users are 
also allowed to define their own objectives easily. [10] 
 

IV. IMPLEMENTATION 
The implementation phase has various steps of machine learning and the flow of implementation is shown in Fig.4. 

 
Fig.5 Phases of Implementation 

 
A. Data Collection 
All the datasets have been collected from Kaggle community. 
1) Diabetes: The dataset includes diagnostic, binary-valued variable investigated is whether the patient shows signs of diabetes 

according to World Health Organization criteria (i.e., if the 2 hour post-load plasma glucose was at least 200 mg/dl at any 
survey examination or if found during routine medical care). The population lives near Phoenix, Arizona, USA.  

 

 
Fig.6 Diabetes patients Dataset 
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2) Liver Disease: The data set has been elicit from UCI Machine Learning Repository. This data set contains 416 liver patient 
records and 167 non liver patient records. The data set was collected from test samples in North East of Andhra Pradesh, India.  

 
Fig.7 Liver patients Dataset 

3) Chronic Kidney Disease: This dataset is from UCI Machine Learning Repository. The objective of the dataset is to 
diagnostically predict whether a patient is having chronic kidney disease or not, based on certain diagnostic measurements 
included in the dataset.  

 
Fig.8 Kidney patients Dataset 

B. Data Preparation 
Data preparation includes cleaning the data and replacing missing data with most appropriate data. This step is also called Data Pre-
processing. As this paper deals with medical data, any changes have not been made in order to preserve the patient’s data. 
Data correlation is the way in which one set of data may correspond or relate to another set. The set of correlation values between 
pairs of its attributes form a matrix which is called a correlation matrix as shown in Fig. 9, Fig. 10 and Fig. 11. 

 
Fig.9 Correlation Heatmap of Diabetes 
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Fig.10 Correlation Heatmap of Liver 

 
Fig.11 Correlation Heatmap of Kidney 

C. Training Model 
The datasets are trained using different machine learning algorithms. Every algorithm has different working procedures resulting in 
varying accuracy. Training is basically the process of giving the machine capability to make further predictions after learning from 
the training dataset. 

     
Fig.12 Training datasets using different algorithms 
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D. Testing Model 
Testing of a model is done to check the performance of the algorithms in term of accuracy, precision etc. In testing whether the 
prediction is correct or not is checked using already predefined dataset. Higher the accuracy, better the results. 

 
Fig.13 Algorithms with respect to their accuracy scores in respective disease 

E. Prediction 
Prediction refers to the output of an algorithm after it has been trained on a historical dataset and applied to new data when 
forecasting the likelihood of a particular outcome. The algorithm will generate probable values for an unknown variable for each 
record in the new data, allowing the model builder to identify what that value will most likely be. [11] 
In Fig. 14, Fig. 15 and Fig. 16, actual values and predicted values have been compared. 

 
Fig.14 Actual vs. Predicted values of Diabetes patients dataset 

 

 
Fig.15 Actual vs. Predicted values of Liver patients dataset 
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Fig.16 Actual vs. Predicted values of Kidney patients dataset 

V. CONCLUSION 
Machine learning has emerged as a field critical for providing tools and methodologies for analyzing the data generated by the 
biomedical sciences. [8] This review has provided a condensed snapshot of applications of machine learning for the detection of 
three diseases: Diabetes, Liver Disease and Chronic Kidney Disease using different classifiers of supervised machine learning. 
Fusion of disparate multimodal and multi-scale biomedical data continues to be a challenge. Further improvements in data can be 
made like having more features and least null values. Moreover, substantial improvements in Python-based workflow can also be 
done.  

VI. FUTURE SCOPE 
Machine learning includes a number of algorithms and techniques to analyze and implement to gain the benefits of them in different 
fields including healthcare. ML methods can help the integration of computer-based systems in the healthcare environment 
providing opportunities to facilitate and enhance the work of medical experts and ultimately to improve the efficiency and quality of 
medical care. ML technologies can be used to identify potential clinical trial candidates, access their medical history records, 
monitor the candidates throughout the trial process, select best testing samples, reduce data-based errors, and much more. [12] 
In future with respect to this model, one can try to develop a system in which most probable disease for a patient can be predicted on 
the basis of symptoms and moreover test can also be recommended for the predicted disease. A potential future development of the 
presented work is to apply ML models to other data with different features, concerning the survival prognosis of the patients and 
early detection of the disease and it can also be developed in web-based application with additional services. 
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