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Abstract: Automated defect detection in medical picturing has transform the emergent field in several medical diagnostic 
applications. Automated detection of Tumor in Magnetic Resonance Imaging (MRI) is identical pivotal as it provides data about 
abnormal tissues which is required for planning treatment. The conventional method for defect detection  in magnetic resonance 
brain picture is human inspection. This method is impractical for ample quantity of data. So, automated Tumor detection 
methods are developed as it would save radiologist time period. The MRI brain tumor detection is complex task due to complexity 
and variant of Tumors. Tumor is noticed in brain MRI using Machine Learning algorithms. 
Keywords: MRI images, malignant cells, benign cells, machine learning based techniques. 
 

I. INTRODUCTION 
The human body is composed of many types of cells. Each cell has a specific function. The cells in the body grow and divide in an 
orderly manner and form some new cells. These new  cells helps to keep the human body healthy and properly working. When some 
cells misplace their capability to control their growth, they grow without any order. The extra cells formed form a mass of tissue 
which is called Tumor. Malignant Tumors lead to cancer while benign Tumors are not cancerous. The important element in the 
medical diagnosis include the medical image data obtained from various biomedical devices that uses different imaging techniques 
like X-ray, CT Scan, MRI. Magnetic Resonance Imaging (MRI) is a technique which depends on the measurement of magnetic field 
vectors that are render after an appropriate inflammation of strong magnetic fields and radio frequency pulses in the nuclei of 
hydrogen atoms present in the water molecules of a patient’s body. The MRI scan is so much better than CT scan for diagnosis as it 
doesn’t use any radiation. The radiologists can evaluate the brain using MRI. The MRI technique can determine the existence of 
Tumor in the brain. The formal method for Tumor detection in MRI image is human inspection. This method is very time 
consuming. It is not appropriate for large amount of data. The MRI also contains noise caused due to operator intervention which 
can lead to inaccurate classification. Large volume of MRI is to analyzed, thus, automated systems are needed as it they are more 
cost-effective. Automated detection of Tumor in MRI images is essential as high accuracy is needed when dealing with human life. 

                                                               
Fig. 1: Brain Tumor 

II. LITERATURE REVIEW 
The authors [1] proposed the system for Detection of brain Tumor from MRI images by using segmentation & SVM. This paper 
proposed adaptive brain Tumor detection system. Image processing is used in the medical tools for detection of Tumor, only MRI 
images are not able to identify the Tumors region using K-Means segmentation with pre-processing of image. Which control de-
noising by Median filter and skull masking is used. Also using object labelling for more detailed information of Tumor region. To 
make this system an adaptive using SVM (Support Vector Machine), SVM is used in unsupervised manner which will use to create 
and maintain the pattern for future use. Also for patterns to find out the feature to train SVM. For that here find out the texture 
feature and color features. It is expected that the experimental results of the proposed system will give better result in comparison to 
other existing systems. 
The authors [2] proposed the system for Detection and analysis of brain Tumor from MRI by Integrated Thresholding and 
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Morphological Process with Histogram based method. This paper describes a system that can detect brain Tumor more precisely and 
analysis the different features of the Tumor. Our system proposed a computer aided image processing based method to that gives 
improved  accuracy rate of the brain Tumor detection along with the calculation of the Tumor size (surface area of the Tumor) and 
its location. It also provides with the information that helps to determine whether the Tumor is malignant or not. The system, 
describing in this paper, detect brain Tumor from MRI by integrated thresholding and morphological process with histogram based  
method and gives a thorough analysis. 
The authors [3] proposed the system for Brain Tumor Detection and Segmentation Using Conditional Random Field. Medical image 
techniques are used to manage the inner portions of the human body for medical diagnosis. MRI images are widely used in the 
diagnosis of brain Tumor. The paper present an automated method to detect and segment the brain Tumor regions. The planned 
method consists of three main steps, initial segmentation, modeling of energy function and optimize the energy function. To make 
segmentation more reliable information present in the T1 and FLAIR MRI images is used. Conditional Random Field (CRF) based 
frame word is used to combined the information present inT1and FLAIR in probabilistic domain. Main advantages of CRF based 
frame work is mode complex shapes easily and incorporate the observation of energy function. 
The authors [4] proposed the system for Automatic detection brain Tumors in MRI images. This paper Handel with automatic brain 
Tumor detection in magnetic resonance images. The goal is to determine whether the MRI image of  a brain contains a Tumor. The 
projected method works with T2-weighted magnetic resonance images, where the knowledge is vertically aligned. The detection is 
based on checking the left-right symmetry of the brain, which is the possibility of healthy brain. The algorithm was tried by fivefold 
cross-validation technique on 72 images of brain control Tumors and 131 images of healthy brain. The planned method reaches the 
true positive rate of 91.16% and the true negative rate of 94.68%. 
The authors [5] proposed the system for An efficient brain Tumor detection from MRI images using entropy measures. MRI 
computer based picture processing technique for detecting and diagnosing brain Tumor. Separation of images in MRI helps us to 
detect Tumor size, location and shape. There are many techniques of segmentation in image processing. Segmentation methods are 
region based, boundary based and threshold based. Threshold technique involves an entropy supported algorithmic techniques that 
are highly useful for early detection brain Tumor. The paper is comparison and analyzing various threshold-entropy based 
segmentation methods on the basis of simulation results. Entropy methods like Shannon, Renvi, Vajda, Havrda-Charvat and Kapur 
are applied to the MRI images of brain Tumor or any inner structure of our body, are analyzed and compared. An approaching of 
threshold selection of images based on selective information methods are found highly effective in diagnosis of brain Tumor.  

III. MACHINE LEARNING ALGORITHM 
A. Probabilistic Neural Network 
A probabilistic neural network (PNN) is a feedforward neural network, which is broadly used in classification and shape 
identification problems. In the PNN algorithm, the parent probability distribution function (PDF) of every class is approximated by 
a Parzen window and a non-parametric function. Then, using PDF of each class, the class possibility of a new input information is 
assessed and Bayes’ rule is then active to allot the class with uppermost subsequent probability to new input data. By this technique, 
the probability of mis-classification is minimalized. In a PNN, the processes are planned into a multilayered feedforward network 
with four layers: 
1) Input layer 
2) Design layer 
3) Summary layer 
4) Output layer 

 
Fig. 2: (a) PNN 
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B. Support Vector Machines 
In machine learning, support-vector machines (SVM) are supervised learning models with related learning algorithms that examine 
data used for classification and reversion analysis, an SVM training algorithm builds a model that allocates new samples to one 
category or the other, making it a non-probabilistic binary linear classifier. A support vector machine ideas a hyperplasia or set of 
hyperplasia in a top or unlimited dimensional space, which can be used for procedure, reversion, or other tasks like outliers 
appreciation. Instinctively, a good parting is accomplished by the hyperplane that has the major distance to the adjacent training-
data point of any class (so-called functional margin), meanwhile the higher the margin, the lesser the simplification error of the 
classifier. It can be professionally achieved a non-collinear arrangement using what is called the core trick. 

     
Fig. 2: (b) SVM 

C. Principal Component Analysis 
 PCA is a mathematical technique that uses unified variables into a pairs of values of linearly uncorrelated variables called 
principal components. This transformation is defined in such a way that the first principal component has the major likely 
modification and each following component in turn has the maximum modification possible under the limitation that it is 
orthogonal to the previous components. PCA is frequently used as a tool in examining data analysis and for making analytical 
models. It is regularly used to visualize hereditary distance and understanding between populations. PCA can be done by eigen 
value decay of a data correlation matrix or particular value disintegration of a data matrix, typically later a regulation step of the 
primary data. The regulation of each attribute contains of mean positioning – deducting each data value from its variable's 
measured mean so that its empirical mean (average) is zero – and, probably, regularizing each variable's variance to make it equal 
to 1. The results of a PCA are typically discoursed in terms of factor scores, occasionally called factor scores and loadings. 

 
Fig. 2: (c) PCA 
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D. Fuzzy C-Means 
Fuzzy C-means (FCM) with mechanically determined for the number of clusters can improve the detection accurateness. Using a 
combination of Gaussians along with the expectation-maximization algorithm is a more statistically dignified technique which 
contains some of these concepts: partial membership in classes. Fuzzy clustering (also discussed as soft clustering or soft k-means) 
is a procedure of clustering in which each data point can belong to more than one cluster. Clustering or cluster analysis comprises 
assigning data points to clusters such that substances in the same cluster are as similar as possible, while substances belonging to 
different clusters are as dissimilar as possible. Clusters are recognized via comparison measures. These comparison measures 
consist of distance, connectivity, and strength. 

          
Fig. 2: (d) Fuzzy C Mean 

E. Back Propagation Neural Network:  
In machine learning, backpropagation is a broadly used algorithm in training feedforward neural networks for supervised learning. 
The backpropagation algorithm perform by calculating the gradient of the loss function through admiration to each weight by the 
chain rule, calculating the gradient one layer at a time, repeating backward from the last layer to avoid terminated calculations of 
transitional relations in the chain rule. Backpropagation calculates the gradient of the loss function through admiration to the 
weights of the network for a single input–output sample, and does very professionally, unlike a naive straight calculation of the 
gradient with respect to each weight independently. This proficiency makes it possible to use gradient procedures for training 
multilayer networks, apprising weights to minimalize loss; gradient parentage, or variants such as stochastic gradient parentage, are 
generally used. 

 
                                                                                        Fig.2(e) BPNN 
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F. Supervised Learning  
Supervised learning is the machine learning technique which concludes a function from labeled training data containing of a set of 
training samples. In supervised learning, each sample is a pair containing of an input item (typically a vector) and a desired output 
value (also called the supervisory signal). A supervised learning algorithm examines the training data and produces an conditional 
function, which can be used for plotting new samples. An optimum situation will permit for the algorithm to properly determine the 
class labels for hidden examples. This needs the learning algorithm to simplify from the training data to hidden conditions in a 
"practical" way. The equivalent task in human and animal mind is often denoted as concept learning. 

 
Fig. 2: (f) Supervised Learning 

G. Decision Tree  
Decision Tree algorithm goes to the family of supervised learning algorithms. Unlike other supervised learning algorithms, decision 
tree algorithm can be used for solving reversion and arrangement difficulties too. The overall reason of using Decision Tree is to 
form a training model which can use to forecast class or cost of target variables by learning decision guidelines incidental from 
previous information(training data). The sympathetic level of Decision Trees algorithm is so informal related with other 
classification algorithms. The decision tree algorithm attempts to explain the problem, by using tree illustration. Each inner node of 
the tree corresponds to an attribute, and each leaf node corresponds to a class label. 

 
Fig. 2: (g) Decision Tree 
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IV. COMPARISION BETWEEN METHODS 
The following table contains different Machine Learning Techniques, along with average accuracy rate, advantages and 
disadvantages. 
 

Table-I: Different Machine Learning Techniques 

Names of methods 
 

Sr.No Name of the 
Method 

Accuracy Advantages Disadvantages 

1. PNN 76.35% 
 
1)Accuracy in algorithm.                           
2)PNN networks are 
comparatively unresponsive.                
3)These method has optimal 
classification. 

 
1)The algorithm gets 
significantly slower.                        
2)Does not categorize new cases.                                   
3)Need more memory space to 
stock the model. 

2. SVM 83.22% 1) SVM’s are good when 
there is no idea on the data.                                    
2) Different from neural 
networks, SVM is not solved 
for local optimal.   

1) Selecting a “good” kernel 
function is difficult.                       
2) Lengthy training time for 
large datasets. 

3. PCA 

 

 

88.2% 
 
1) Removes Connected 
Features. 
2) Progresses Algorithm 
Performance. 
3) Decreases Overfitting.    

 
1) Data Loss. 
2) PCA does not have dependent 
Variables. 
3) Data Correction is necessity 
before PCA. 

 
4. Fuzzy C Means 78.3% 

 
1) Gives finest results for 
overlapping . 
2) Fit in to one cluster center. 
3) It is comparatively better 
than K-Means. 

 
1)A previous requirement of the 
sum of cluster. 
2)Expenditure of more number 
of repetition. 
3)Distance actions can 
irregularly weight underlying.   

 
5. 

 
BPNN 

 
70% 

 
1) It is fast, simpler & easy to 
program. 
2) It has no limits to tune. 

 
1) Back propagation can be 
complex. 
2) Completely matrix built 
method. 

 
6. 

 
Supervised 
learning 

 
79.59% 

 
1)It uses mathematical 
formulation. 
2)Classifier  training is done.                              

 
1)May be over trained.  
2)It may get incorrect class 
label. 
 

 
7. 

 
Decision Tree 

 
82.69% 

 
1)Easy to understand and 
recognize. 
2)Have value even with little 
hard information. 
3)Uses a white box model. 

 
1)They are not stable. 
2)They are frequently 
inaccurate. 
3)It has different number of 
stages. 
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Fig. 3. Graphical representation of accuracy 

V. APPLICATIONS OF MACHINE LEARNING IN MEDICAL FIELD 
The increasingly developing number of applications of machine learning in human health permits to look at a future where 
information, investigation and advancement work connected at the hip to help incalculable patients without them consistently 
acknowledging it. Before long, it will be very regular to discover ML-based applications implanted with continuous patient 
information accessible from various medicinal services frameworks in different nations ,in this way expanding the viability of new 
treatment alternatives which were inaccessible previously. Machine Learning in health care is one such territory which is seeing 
steady acknowledgment in the health care industry. 
 
A. Identifying Diseases And Determination 
One of the central ML applications in health care is the recognizable proof and finding of sickness and illnesses which are in any 
case considered hard-to-analyze. This can incorporate anything from tumors which are hard to find during the underlying stages, to 
other hereditary diseases. AI to develop the apeutic treatments in zones for example oncology.P1vitals Anticipate (Foreseeing 
Reaction to Melancholy Treatment) means to build up an economically practical approach to analyze and give treatment in routine 
clinical conditions.  

B. Drug Discovery And Manufacturing 
One of the particular clinical applications of machine learning lies in early stage drug discovery process. As of now, the machine 
learning methods include unsupervised learning which can recognize designs in data without giving any forecasts. Task Handover 
created by Microsoft is ML-based innovations for numerous activities including creating AI-based innovations for malignancy 
treatment. 

C. Clinical Imaging Identification 
 AI and profound learning are both answerable for the leap forward innovation called PC Vision. This has discovered 
acknowledgment in the Inward Eye activity established by Microsoft which works on picture analytic apparatuses for picture 
examination. As AI turns out to be progressively available and as they develop in their logocal limit, hope to see more information 
sources from changed clinical symbolism become a piece of this man-made Intelligence driven indicative procedure.  
 
D. Machine Learning Based Social Adjustment 
Interactive change is an significant piece of preventive medication, and since the time the multiplication of AI in human services, 
endless new companies are springing up in the fields of malignancy anticipation and distinguishing proof, understanding treatment 
and so on. Somatix is a B2B2C-based information investigation firm which has discharged a ML-based application to perceive 
motions which we make in our day-by-day lives, permitting us to comprehend our inaudible conduct and roll out essential 
improvements. 
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E. Smart Health Records 
The main role of machine learning in health care is to make easy procedures to spare time, labors, and cash. Report sorting 
approaches utilizing vector machines and ML-based OCR acknowledgment systems are gradually assembling steam, for example,  
Cloud Vision Programming Interface and MATLAB’s AI based penmanship acknowledgment technology. ML-based tolls starting 
from the earliest stage to help with analysis, medical treatment proposals and so on.  

 
F. Clinical Trial And Research 
Machine Learning has different potential applications in the field of clinical trials and research. Applying ML-based prescient 
investigation to recognize potential clinical preliminary applicants can assist scientists with drawing a pool from a wide assortment 
of information facts, for example, earlier specialist visits, internet based life and so on. AI has likewise discovered use in 
guaranteeing continuous checking and information access of the preliminary members, seeing the best example size tried, and 
utilizing the intensity of electronic records to diminish information based blunders. 

 
G. Superior Radiotherapy 
One of the foremost sought-after applications of machine learning in human health is in the field of Radiology. Medicinal picture 
examination has numerous distinct factors which can rise at any specific minute of time. There are numerous injuries, cancer 
emphases, and so on. Which cannot be essentially modeled utilizing compound equations. Since ML-based algorithms learn from 
the large number of distinctive tests accessible on-hand , it gets to be simpler to diagnose and discover the factors. One of the 
foremost prevalent employments of machine learning in medicinal picture examination is the classification of things such as injuries 
into categories such as typical or unusual, injury or non-lesions, etc. 

VI. CONCLUSION 
In Medical field, manually identifying the Tumor by doctors referring the MR image was very time consuming task. Instead of 
manually identifying tumor image processing and machine learning methods can be used to recognize the Tumor which is less time 
consuming, cost effective and more accurate than manual identification technique. In Machine Learning , different techniques are 
used for detection of Tumor.  
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