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Abstract: This research-paper aims at comparing the accuracy of different classification algorithms used in supervised machine 
learning. Classification Problem is about to find out in which class each example is related within a given dataset. It is used to 
classify the data instances into different groups according to some characteristics. We used several famous supervised learning 
algorithms - Logistic Regression, K-Nearest Neighbours (KNN), Decision Tree, Support Vector Machine (SVM), and Gradient 
Boosting to classify the range of Mobile price. We have created multiple classifiers for Mobile Price classification and compared 
their accuracy on the data taken from kaggle. Results are compared in terms of outcome accuracy score achieved from the 
research experiment. Conclusion is made for the best classifier for the mobile price classification problem. 
Keywords: Machine Learning, Supervised Learning, Classification, Logistic Regression, Decision Tree, KNN, SVM, Gradient 
Boost Algorithm. 

I. INTRODUCTION 
Scientific Computing anticipates on executing computer algorithms. Given a particular available environment and hardware, 
algorithm’s accuracy is a deciding factor. There are many supervised learning algorithms available for classification problem and 
many languages available to execute it like Python, R, MATLAB etc. But Python particularly has the best libraries and tools used in 
Machine Learning. Python provides scikit-learn library which contains simple and efficient tools for executing the supervised 
learning algorithms. 
Millions of mobile are sold and purchased globally. So here the kaggle- mobile price classification is an example dataset for the 
given type of problem i.e. finding optimal class. The same work can be done to classify real price-range of all products like cars, 
bikes, Electronic items, medicine, Housing-price etc. 
Here, result is taken as a single opinion score ‘accuracy’ – best used in comparison of algorithms. Price-class is calculated and 
decides whether the mobile is very economical, economical, and expensive or very expensive. In this paper, we compare the popular 
supervised learning- approaches (Classification, Logistic Regression, Decision Tree, K-Nearest Neighbour (KNN), Support Vector 
Machine (SVM), and Gradient Boost Algorithm) in the context of classification. It gives the opinion on the mobile price depending 
on the features used. 

II. LITERATURE REVIEW 
Several articles have studied and investigated machine learning algorithms. First Mark Schmidt focused on SVM and Structural 
SVM and compared it with logistic regression algorithm with accuracy testing. He found SVM to be more effective compared to 
Logistic Regression. The paper lack the descriptive learning of all different classification algorithms.  
Sethi, Kapil & Gupta, Ankit & Gupta, Gaurav & Jaiswal, Varun. (2019). Comparative Analysis of Machine Learning Algorithms on 
Different Datasets. They have prepared a good research but have focused particular on effect of different size of datasets instead of 
Different Algorithms. 
Finally, B. Omar, B. Zineb, A. Cortés Jofré and D. González Cortés, "A Comparative Study of Machine Learning Algorithms for 
Financial Data Prediction," 2018 International Symposium on Advanced Electrical and Communication Technologies (ISAECT), 
Rabat, Morocco, 2018, pp. 1-5, doi: 10.1109/ISAECT.2018.8618774. Have proposed good comparative study but they focused 
more upon artificial neural networks and other algorithms, they lack the comparison of mostly used algorithms for classification. 
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III. METHODOLOGY 

 
Fig. 1: Machine learning pipeline for classification problem. 

A. Data Collection and Pre-processing 
Data collection is the process of gathering and measuring information on targeted variables in an established system, which then 
enables one to answer relevant questions and evaluate outcomes. [1] 
The data of Mobile Price is available on Kaggle. (https://www.kaggle.com/iabhishekofficial/mobile-price-classification) 
Data pre-processing is a data mining technique that involves transforming raw data into an understandable format. 
Real-world data is often incomplete, inconsistent, and/or lacking in certain behaviours or trends, and is likely to contain many errors. 
Data pre-processing is a proven method of resolving such issues. Data pre-processing prepares raw data for further processing. [2] 
Given data has 21 feature columns of different 2000 instances. The given data has been cleaned and null values has been removed. 
Prior to the performing of the machine learning techniques, the data pre-processing was performed on the data set. Incomplete data 
such as data that which is lacking attribute values, missing values within the records were delete from the data set. Outlier analysis 
was performed. In WEKA a filter called Interquartile-Range was used to perform outlier analysis. 

B. Data Analysis 
Data Analysis is the process of systematically applying statistical and/or logical techniques to describe and illustrate, condense and 
recap, and evaluate data. [3] 
Python’s Scikit-Learn Machine Learning Toolbox has been used for the Exploratory Data Analysis, Data Processing and Model 
Development. Python’s Plotting Libraries like Matplotlib and Seaborn have been used for the data Visualizations. 
 Dataset as 21 features and 2000 entries. The meanings of the features are given below. 

 
Fig. 2: Feature Description of all the columns used. 
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C. Correlation Matrix Heat Map 
A correlation matrix is a table showing correlation coefficients between variables. Each cell in the table shows the correlation 
between two variables. A correlation matrix is used to summarize data, as an input into a more advanced analysis, and as a 
diagnostic for advanced analyses. [4] 

 
Fig. 3: Result of correlation matrix heat map plotting. 

D. Model Selection and Implementation 
1) Machine Learning:  Machine learning (ML) is categorized under artificial intelligence of (AI) which facilitates the computer 

with efficiency to perform and learn even after not being particularly programmed. ML is a strategy for information 
examination that robotizes logical model building [5-7] 

2) Classification Algorithms 
a) Logistic Regression: Logistic Regression is a supervised learning algorithm used for classification. The model created by this 

algorithm is based on logistic function [8] [9]. A logistic function, also referred to as a logistic curve is a sigmoid curve with the 
below equation is the Euler’s number, x0 is the x-value of the sigmoid midpoint, M is the curve’s maximum value and s is the 
steepness of the curve.  

푓 (푥) =  
푀

1 + 푒 ( ) 

It is a logistic function to convert the output of a linear regression into classes. Higher linearity between the feature and the target 
variable contributes to better performance of the Logistic Regression model. In the multiclass case as ours, the training algorithm 
uses the one-vs-rest (OvR) scheme. The logistic regression class of scikit-learn implements regularized logistic regression. It can 
handle both dense and sparse input [10]. 

 
Fig. 4: Confusion Matrix and Classification Report of Logistic Regression Algorithm. 
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b) K – Nearest Neighbour (KNN): KNN is a classification algorithm as given in [11] where objects are classified by voting several 
labelled training examples with their smallest distance from each object. This method performs well even in handling the 
classification tasks with multi-categorized classification. Its disadvantage is that KNN requires more time for classifying objects 
when a large number of training examples are given. KNN should select some of them by computing the distance of each test 
objects with all of the training examples. KNN is a modest algorithm that stores all accessible suitcases and classifies new 
suitcases based on a similarity measure. KNN has symmetrical names (a) Memory-Based reasoning [12] (b) Example-Based 
Reasoning (c) Instance-Based Learning (d) Case-Based Reasoning and (e) Lazy Learning. KNN utilized for relapse and 
grouping for prescient issues [13]. Be that as it may, it is broadly utilized as a part of grouping troubles in the business.  

 
Fig. 5: Confusion Matrix and Classification Report of KNN Algorithm. 

c) Decision Tree: A Decision Tree text classifier in [14] is a tree in which internal nodes are labelled by terms, branches departing 
from them are labelled by the weight that the term has in the text document and leafs are labelled by categories. Decision Tree 
constructs using ‘divide and conquer’ strategy. Each node in a tree is associated with set of cases. This strategy checks whether 
all the training examples have the same label and if not then select a term partitioning from the pooled classes of documents that 
have same values for term and place each such class in a separate subtree. 

 
Fig. 6: Image to explain Decision Tree Algorithm. 

In contrast to other supervised learning algorithms, a decision tree algorithm can be utilized for taking care of regression and 
classification issues as well. The general thought process of utilizing Decision Tree is to make a training model that can use to 
predict class or estimation of objective factors by taking in choice standards derived from earlier data (training data). In Fig. 4 we 
have shown a sample picture of decision trees. [15] 

 
Fig. 7: Confusion Matrix and Classification Report of Decision Tree Algorithm. 
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d) Support Vector Machine(SVM): In ML, SVM are supervised learning models associated with learning algorithms that inspect 
data used for classification and regression analysis [16]. Determined a settled of activity cases, each show as going to one or the 
new of two gatherings, in SVM preparing calculation develops a model that apportions new cases to one gathering or the other, 
making it a non-probabilistic parallel direct classifier [17]. When facts are not categorized, supervised learning is not possible, 
and an unsupervised learning approach is compulsory [18], which efforts to invention normal clustering of the data to groups, 
and then map new data to these formed groups. The clustering algorithm which delivers an enhancement to the SVM is called 
support vector clustering (SVC) and is often used in trade applications either when facts are not categorized or when only some 
facts are categorized as a pre-processing for a classification pass [19]. The mechanism of classifying the data into different 
classes by definition a line which splits the training files into classes. There are a few straight hyperplanes, SVM calculation 
tries to augment the separation in the focal of the few classes that are mind boggling and this is said as edge augmentation [20]. 
If the line makes the most of the space among the classes is recognized, the probability to simplify well to unobserved data is 
increased.  

 
Fig. 8: Confusion Matrix and Classification Report of Support Vector Machine Algorithm. 

e) Gradient Boosting 
Gradient Boosting = Gradient Descent + Boosting 
 Fit an additive model (ensemble)  Σ  ρ ℎ (x)  in a forward stage-wise manner.  
 In each stage, introduce a weak learner to compensate the shortcomings of existing weak learners.  
 In Gradient Boosting, “shortcomings” are identified by gradients.  
 Recall that, in Adaboost, “shortcomings” are identified by high-weight data points. 
 Both high-weight data points and gradients tell us how to improve our model. [21] 

 
Fig. 9: Confusion Matrix and Classification Report of Gradient Boosting Algorithm. 
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E. Model Evaluation 
A binary classification problem has only two classes to classify, preferably a positive and a negative class. Now let’s look at the 
metrics of the Confusion Matrix. 

 

 
Fig. 10: Confusion Matrix for Binary Classification. 

 
1) True Positive (TP): It refers to the number of predictions where the classifier correctly predicts the positive class as positive. 
2) True Negative (TN): It refers to the number of predictions where the classifier correctly predicts the negative class as negative. 
3) False Positive (FP): It refers to the number of predictions where the classifier incorrectly predicts the negative class as positive. 
4) False Negative (FN): It refers to the number of predictions where the classifier incorrectly predicts the positive class as 

negative. 
a) Accuracy: It gives you the overall accuracy of the model, meaning the fraction of the total samples that were correctly classified 

by the classifier. To calculate accuracy, use the following formula:  
푇푃 + 푇푁

(푇푃 + 푇푁 + 퐹푃 + 퐹푁) 

b) Misclassification Rate: It tells you what fraction of predictions were incorrect. It is also known as Classification Error. You can 
calculate it using  

퐹푃 + 퐹푁
(푇푃 + 푇푁 + 퐹푃 + 퐹푁) 

c) Precision: It tells you what fraction of predictions as a positive class were actually positive. To calculate precision, use the 
following formula:  

푇푃
푇푃 + 퐹푃 

 
d) Recall: It tells you what fraction of all positive samples were correctly predicted as positive by the classifier. It is also known as 

True Positive Rate (TPR), Sensitivity, and Probability of Detection. To calculate Recall, use the following formula:  
푇푃

푇푃 + 퐹푁 

 
e) Specificity: It tells you what fraction of all negative samples are correctly predicted as negative by the classifier. It is also 

known as True Negative Rate (TNR). To calculate specificity, use the following formula:  
푇푁

(푇푁 + 퐹푃) 

f) F1-score: It combines precision and recall into a single measure. Mathematically it’s the harmonic mean of precision and recall. 
It can be calculated as follows: [22] 
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F. Classification Report 
A Classification report is used to measure the quality of predictions from a classification algorithm. How many predictions are True 
and how many are False. More specifically, True Positives, False Positives, True negatives and False Negatives are used to predict 
the metrics of a classification report. [23] 

IV. CONCLUSIONS 

 
Fig. 11: Comparison of accuracy (F1-score) of different classifiers. 

The principal part of this work is to compare five distinctive supervised machine learning classifiers and find the best accurate 
algorithm. We researched all classifiers execution on Mobile Price classification data and the Gradient Boost classifier gives the 
most elevated order exactness 90% dependent on F1 score and K-Nearest Neighbours (KNN) gives the least precision 55%. So we 
can conclude that even on the less training data, Gradient Boosting and SVM algorithms classifies very well and the accuracy can be 
increased by using big datasets. The main reason of low accuracy rate for some algorithms is low number of instances in the data set. 
In our study, there are a few bearings for future work in this field. We just explored some popular supervised machine learning 
algorithms, more algorithms can be picked to assemble an increasingly precise model. 
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