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Abstract: Creating models from multiple data sets and deciding which data set is to be mined is now a day become more and 
more automated. But for selecting required data we required knowledge and experience, usually provided by domain experts. 
This paper gives the new approach to machine science by which first time non domain expert can create methodologies and 
provide values to those methodologies so that they can be useful for predicting behavioral consequence of interest. This is 
achieved by building a web platform in which a group of people interact with each other to give answers to questions as well as 
to predict behavioral consequences and to present a question to their peers. This gives a continuously improvising online survey 
and leads to predict the behavioral consequences of user with the help of their responses to survey questions formed by the user. 
Here we explain two web-based approaches to this concept: the first website predicts the user’s daily electricity consumption and 
other predicts body mass index. As daily increase in use of web this website gives large outputs in future.
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I. INTRODUCTION

Now days there are many problems in which exact solution is 
not possible. In such cases one has to predict the consecutive 
result. In such problems a team of experts is required for each 
individual domain which results in excess loss of human efforts. 
For example, the survey designer must be an expert of that 
domain to choose appropriate questions related to respected 
domain. An engineer must keep correlation and well known 
approach of design in order to judge which concept will be more 
efficient such a way that it will increase the performance.

Necessity of domain expert is the main drawback of this 
approach. However, using the knowledge of crowd to 
understand the difficult problems will harness the effectiveness 

of result. Thus, the goal of this web-based approach is to achieve 
active participation of crowd in suggesting questions along with 
providing answers to the given questions which leads to 
development of predictive model.

A. Machine Science

Machine science consists of automation of as many scientific 
concepts as possible. But in case of machine science it is very
difficult to decide which variable of subset is to be selected. It is 
also very difficult to decide which variable to be automated. 
When we discuss about the prediction problem machine science, 
sometimes is unable to select the variable which can predict the 
outcome of interest.

In this paper we describe a method by which a non-domain 
expert can able to generate the variables for successful 
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modeling. Let’s we see it in more, user come to this website in 
which behavioral outcomes (like daily electricity consumption 
and body mass index) is modeled. The user can give their own 
outcomes (like their own body mass index). Then user can give 
the answers for questions which can be a predictive of those 
consequences. The model is get generated as the data set is get
increased. User may suggest a question which when answered 
by others becomes the new independent variable.

B. Crowdsourcing

The fast growing user generated data on Internet is an 
example of crowdsourcing which is very helpful where 
previously a team of experts is needed. Harnessing the 
experience and effort of large numbers of individuals is known
as “crowdsourcing” and it is now a day play a vital role in many 
fields and researches.

Fig. 1 Umbrella of Crowdsourcing

Above diagram gives us the idea about how 
crowdsourcing works and how it is effective in many fields now 
days. In many cases when we have some problems (like extra 
BMI or excess electricity consumption), each time we have to 
go to domain experts for solution of our problem. This problem 
can be solve with the help of crowdsourcing i.e. user can solve 
their own problems by their own selves. The best example 
which proves the effectiveness of crowdsourcing is Amazon’s 
Mechanical Turk. In this one can explain a “Human Intelligence 
Task” such as characterizing data, transcribing spoken language, 
or creating data visualizations with the help of group of people 
which is very difficult for a computer alone.

II. METHODOLOGY

In this paper we describe the application of 
crowdsourcing in cyber infrastructure such that:

(1) Investigator provides some behavioral outcomes that are 
modeled.

Fig. 2 Investigator Model

In this phase of system flow investigator defines a 
model for which he wants to predict the consequence then as per 
requirement he can accept or pose a question. Whatever the 
accepted question from user the investigator can add it to 
question pool after analyzing the question if it is suitable for the 
module.

(2)Data required for our model is collected from user i.e. from 
human volunteers. They may or may not be domain expert. 

If the user is new then he first register himself as a 
authenticated user then he have to select for which model he 
wants to predict his behavioral consequence then he can also 
pose a question which he thinks suitable for the respected 
module. At last the investigator can generate the user’s
behavioral consequence depending on the answers given by the 
user.
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Fig. 3 User Model

III. BENEFITS AND CALLENGES

In both the cases like body mass index and daily 
electricity consumption the participants plays a vital role to 
highlight at least one behavioral consequence.
challenge is that what happen if the number of users will provide 
with the number of questions at a time to the website. The 
system will get overflow. This problem can be overcome with 
the help of dynamic filtering of questions. If we can able to filter 
the questions dynamically it will avoid the overflow of system.

A. User Fatigue

The other challenge of the system is the user fatigue
may happen that the user answers only a small instance of all 
questions and due to this some question may get more response 
than others. As we know that the questions get added to question 
pool as per the user suggests it. So questions that are present at 
fist will get the more response than others.

The user may answer the questions that are less 
predictive than those which are more predictive and it leads to 
wrong prediction.

B. User Motivation

This is also a challenge in this case as we have to each 
time motivate the user to answer all the questions in the question 
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ALLENGES

In both the cases like body mass index and daily 
electricity consumption the participants plays a vital role to 

one behavioral consequence. The first major 
challenge is that what happen if the number of users will provide 
with the number of questions at a time to the website. The 
system will get overflow. This problem can be overcome with 

ng of questions. If we can able to filter 
ns dynamically it will avoid the overflow of system.

challenge of the system is the user fatigue. It 
only a small instance of all 

questions and due to this some question may get more response 
than others. As we know that the questions get added to question 

o questions that are present at 

The user may answer the questions that are less 
predictive than those which are more predictive and it leads to 

This is also a challenge in this case as we have to each 
time motivate the user to answer all the questions in the question 

pool to generate proper outcome result. If the user will not 
answer the question whatever the consequences happen that will 
not provide the proper outcome result.
depends on users response so each time we have to motivate the 
user.

C. Rare Outcomes

Sometimes it may happen that the user
the rare disease visit the website and if he give
questions it sometime may lead 
outcomes. All the problems we have discussed above can be 
overcome by motivating users to give proper answers and also 
to attempt all the questions.

D. Faster Result

As we have discussed earlier the system is 
semiautomatic it means we can generate the result in less time 
and less efforts. Whatever the time that required 
communicating with domain expert get saved as the system can 
generate the result without the help of domain

CONCLUSION

In closing, this paper has presented a novel contribution 
to the growing field of machine science in which the formulation 
of observables for a modeling task 
observables with values can be offloaded
being modeled.
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