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Abstract: This prototype device focuses on aiding the visually challenged in terms of movement. The device includes a Smart E-
Cane implemented using Raspberry Pi and sensors for obstacle, water detection and vibration, buzzer as feedback respectively. 
The device also includes a Smart Band implemented using Node MCU which provides safety and security features such as 
sending the location to the user’s relatives at home and locating the Smart E-Cane within the user’s vicinity. The prototype is 
trained to detect staircase in real-time using YOLOv3, deep learning concept and report back to the user via speech playback. 
This Smart E-Cane promises independency along with security in terms of walking without assistance. 
Keywords: Blind Stick, Staircase Detection, Raspberry Pi, Node MCU, IoT, YOLOv3, Deep Learning. 

I. INTRODUCTION 
There are many people who suffer from visual impairment and need to go through expensive treatments or mental and physical 
challenges to cope with their disability. This was the ideology behind our project. The prototype consists of a Smart E – Cane and a 
Smart Band. The Smart E – Cane is to assist the visually challenged while the Smart Band provides safety and security features to 
the user.  
The Smart E – Cane is implemented using Raspberry Pi microprocessor and incorporates with various sensors and feedback 
mechanisms that will aid the user for navigation and alerting purposes. While the most important is the detection of raised surface 
level such as a staircase using Raspberry Pi and Pi Camera. 
The prototype also focuses on providing accurate location information when needed to the user’s contacts. It includes a wearable 
Smart Band for emergencies. The Smart Band is implemented using NodeMCU. The framework detects an ascent in surface level 
such as a staircase as the individual is walking, using deep learning and reports back what sort of raised surface is ahead. This Smart 
E – Cane not only provides independency but security too in terms of walking without any sort of assistance. 

II. LITERATURE SURVEY 
After referring many papers, we found umpteen devices that aid the visually challenged and blind to go about their daily life. Few of 
the implementations that stood out were: 
“Real Time Object Detection Using YOLOv3” by Omkar Masurekar, Omkar Jadhav, Prateek Kulkarni, Shubham Patil. They have 
created a model to distinguish only three objects which can be scaled additionally to detect manifold quantity of objects. In this, they 
had used the Bounding box method for localization of the objects to overcome the drawbacks of the sliding window method. [1] 
“Smart Stick for Blind using Machine Learning” by Mohamedarif Regade, S Bibi Ayesha Khazi, Sushmita Sunkad, Mrityunjay C.K, 
Sharda K.S. A wall-following platform is overlaid so the user will walk straight in a passage in an inhouse environment. Head level 
obstacle recognition can also be carried out.  
Programmable wheels to be inured to steer the stick off from the obstructions. [3] “Electronic Smart Canes for Visually Impaired 
People” by Dimitra P. Marini in her B.Sc Thesis book, mentioned that this project includes capturing the background via a camera 
and estimating the background details to form required path to be taken for the blind person. This path is then provided to the user 
through auditory response. [4] “Smart Walking Stick for Blind integrated with SOS Navigation System” by Saurav Mohapatra, 
Subham Rout, Varun Tripathi, Tanish Saxena, Yepuganti Karuna. It is a device that integrated a blind stick with Smart navigation 
system for emergency situations. It assists in identifying obstacles through live streaming system and directs the users next move 
based on the obstacle in front of them. [5] 
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III. TOOLS AND TECHNOLOGIES 
A. Hardware Tools Used in Smart E-Cane 
The different hardware tools that are used in the Smart E-Cane are as follows: 
1) Raspberry Pi: The Raspberry Pi microprocessor is like a credit card size computer capable of controlling the various I/O 

devices connected to it. The main processor which is used to control the various hardware components used in the Smart E – 
Cane is the Raspberry Pi 3 model B microprocessor. The Raspberry Pi 3 is interfaced with ultrasonic sensor (HC-SR04), 
moisture sensor and moisture meter (YL-69 & YL-38), Raspberry Pi camera (rev 1.3, 5MP), motor driver board (L293D-R1), 
2.4 GHz RF receiver, vibrator motor and magnetic buzzer. 

2)  Ultrasonic Sensor: An ultrasonic sensor is a device which is used in measuring distance or sensing objects. When triggered, the 
ultrasonic transmitter transmits 8 ultrasonic pulses which travel in air and the echo pin is kept at a high logic state. When the 
transmitted waves are reflected by an object, they are reflected back towards the sensor and are received by the ultrasonic 
receiver. At this instant the echo pin is brought back to the low logic state. The amount of time during which the echo pin stays 
high is measured by the microprocessor as it gives the time taken for the ultrasonic waves to return back to the sensor. Using 
this value, the distance of the obstacle can be measured using the simple speed-distance formula. We have used HC-SR04 
ultrasonic sensor to detect obstacle on the path. 

3)  Moisture Sensor and Moisture Meter: The presence of wet surface is detected by using a moisture sensor along with a moisture 
meter. We have used a combination of YL-69 moisture sensor and YL-38 moisture meter to detect wet surfaces such as water 
puddles. The moisture sensor acts as a variable resistor whose resistance varies inversely according to the water content in 
water puddle. The YL-38 moisture meter which is attached to the moisture sensor produces a voltage (analog) which is 
equivalent to the resistance value. The LM393 comparator chip which is incorporated in the moisture meter is used to digitize 
the analog voltage signal. 

4)  Raspberry Pi Camera: The Raspberry Pi camera is a portable light weight camera module which is compatible with the 
different Raspberry Pi microprocessor models. It communicates with the Raspberry Pi processor using the MIPI camera serial 
interface protocol. We have used Raspberry Pi rev 1.3 5MP camera as the input device to record the images of the environment 
so that these recorded images can be processed to detect the presence of staircase in the environment. 

 
B. Hardware Tools Used in Smart Band 
The different hardware tools that are used in the Smart Band are as follows: 
1) Node MCU: Node MCU is the pairing of firmware and hardware based around the ESP8266-12E module which is a low cost 

Wifi enabled microchip with a full TCP/IP stack and microcontroller capabilities. Node MCU is the main microcontroller 
which is used to control the various hardware components used in the Smart Band. Node MCU is interfaced with GPS module 
(SKG13BL), 2.4GHZ RF transmitter and the two 4-pin push buttons. 

2)  GPS Receiver Module: GPS (Global Positioning System) is a satellite-based system that sends a signal to the GPS receiver. 
This signal contains information such as exact time of signal transmission, orbital position of the satellite, etc. The GPS receiver 
uses the received information signals to calculate its distance from the GPS satellites. This is done by measuring the time 
required for the signals to travel from GPS satellites to the GPS receiver and then multiplying the measured time with speed of 
light. The GPS receiver requires signals from at least 4 GPS satellites to calculate its location accurately. We have incorporated 
GPS receiver module (SKG13BL) in our Smart Band to help the visually impaired user to determine and send the location 
details to user’s relative’s mobile in the case of emergency.  

3)  RF Transmitter and Receiver Modules: RF modules (transmitter and receiver) are small size electronic devices that are used to 
aid in wireless communication between an embedded system and another device. This communication is accomplished by using 
radio frequency signals. Communication over radio frequency is advantageous as it doesn’t require a line of sight connection 
between the transmitter and receiver and the range of RF communication is very high when compared to IR communication. 
We have used 2.4 GHz RF transmitter and receiver modules in order to establish wireless communication between the Smart E 
– Cane and the Smart Band. 

 
C. Software Tools 
The major software tools which were used to program the different sensors, output devices, microprocessor and microcontroller 
used in our entire project are as follows: 
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1) Anaconda: Anaconda is an open source distribution of the Python and R programming languages for scientific computing that 
aims to simplify package management and deployment. It includes a desktop graphical user interface called Anaconda 
Navigator. Package management in Anaconda is done by using conda which is an open source, cross-platform package 
manager and environment management system that installs, runs, and updates various packages and their dependencies. We 
have used conda package manager to install various libraries and their dependencies which were needed in implementing 
staircase detection. 

2)  Blynk App: Blynk is an IoT (Internet of Things) platform which enables users to control hardware components such as different 
sensors remotely, display sensor data, store the sensor data and visualize it using android devices. We have used this app to 
display the location details of the user in the user’s relative’s mobile.  

3)  VOTT: VOTT (Visual Object Tagging Tool) aids user to label different objects in different images. These labelled images can 
be then used to train object detector models. We have used VOTT to annotate staircases in different images (250 images). 

4) VNC Viewer: VNC (Virtual Network Computing) is a graphical desktop sharing system that uses the RFB (Remote Frame 
Buffer) protocol to remotely control another computer by transmitting the keyboard and mouse events from one computer to 
another and relaying the graphical screen updates back in the other direction over a common network. We need a VNC server 
application for the computer which we want to control and a VNC viewer application for the computer we want to control from. 
We have used VNC viewer to control Raspberry Pi 3 Model B microprocessor remotely. 

 
D. Software Libraries 
1) Keras: Keras is an open source neural network library written in Python. It is capable of running on top of TensorFlow, 

Microsoft Cognitive Toolkit, R, Theano, or PlaidML libraries. Keras library contains numerous implementations of commonly 
used neural network building blocks such as layers, objectives, activation functions and optimizers. It also contains a host of 
tools to make working with image and text data easier to simplify the coding necessary for writing deep neural network code 
[22]. 

2)  OpenCV: OpenCV (Open Source Computer Vision Library) is an open source computer vision and machine learning software 
library [23]. This library includes a set of both classic and state-of-the-art computer vision and machine learning algorithms 
which are used in real time image and video processing.  

3)  TensorFlow: TensorFlow is an end-to-end open source platform for machine learning [24]. This library uses data flow graphs 
to build models and also allows developers to create large-scale neural networks with many layers. TensorFlow library is 
mainly used for classification, perception, understanding, discovering, prediction and creation. It provides a variety of toolkits 
that allow users to construct models at their preferred level of abstraction. The library is written using python programming 
language and is built to run on multiple CPUs or GPUs. 

4)  YOLOv3: You Only Look Once (YOLO) is a state-of-the-art, real-time object detection system. It applies a single neural 
network to the full image. This network divides the image into regions and predicts bounding boxes and probabilities for each 
region. These bounding boxes are weighted by the predicted probabilities [16]. YOLOv3 is an updated version of YOLO that 
includes additional features such as multi-scale predictions and a better backbone classifier. YOLOv3 predicts an object 
likelihood score for each bounding box using logistic regression. Each box predicts the classes the bounding box may contain 
using multi label classification [25]. One of the salient features of YOLOv3 is that it makes detections at three different scales 
[27]. YOLOv3 is a very strong detector that excels at producing decent boxes for objects [25]. 

5)  gTTS API: gTTS (Google Text-to-Speech), a Python library and CLI tool to interface with Google Translator’s text-to-speech 
API [26]. There are several APIs available to convert text to speech in python. One of such APIs is the Google Text to Speech 
API commonly known as the gTTS API. gTTS is a very easy to use tool which converts the text entered, into audio which can 
be saved as a mp3 file. It features flexible pre-processing and tokenizing. The speech can be delivered in any one of the two 
available audio speeds, fast or slow. 

IV. DESIGN AND IMPLEMENTATION 
A.  Design 
The prototype model consists of a Smart E-Cane and a Smart Band as in figure 1. The Smart E-Cane’s main processor is the 
Raspberry Pi and consists of Ultrasonic sensor, Moisture sensor, Raspberry Pi Camera, Vibrator Motor, Magnetic Buzzer, RF 
Receiver module and a Motor Driver. The ultrasonic sensor and moisture sensor implement the obstacle detection and wetness 
detection respectively.  
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The feedback for obstacle detection is provided via a vibrator motor and feedback for wetness detection is provided via a magnetic 
buzzer. The Smart Band main controller is the Node MCU and consists of a GPS module, two push buttons and a RF Transmitter 
module. The Smart Band provides safety and security features to the user. The two push buttons are utilised to provide these 
features. Finally, the most important feature of our prototype model is the detection of staircase using Deep Learning. Here we use 
YOLOv3 for staircase detection while the core libraries include Keras, TensorFlow and for image processing, OpenCV is used. 

 
Fig. 1: Generalized Block diagram of Voice Assisted Smart E – Cane for the Visually Challenged Using Machine Learning 

B.  Implementation  
1) Hardware: The Smart E – Cane which contains the ultrasonic sensor, moisture sensor, RF receiver module, the Pi camera and 

the Raspberry Pi microprocessor (shown in figure 2) is the main processing unit of this project. When the device is connected to 
the power source, the sensors are all active and provide constant feedback. 

 
TABLE I. Hardware Components List 

Raspberry Pi 3 Model B 
Microprocessor 

Node MCU ESP-12E 

HC-SR04 Ultrasonic Sensor YL-69 Moisture Sensor 
YL-38 Moisture Meter Magnetic Buzzer 

Vibrator Motor 4 Pin Push Button 
Raspberry Pi Camera Rev 1.3 GPS Module SKG13BL 

9V Power Supply Radio Frequency TX/RX 2.4GHz 
L293D R1 Motor Driver  

 

 
Fig. 2: Smart E – Cane pin diagram 
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The ultrasonic sensor uninterruptedly measures the distance to sense if there are any obstacles present in front of the user. To 
measure the distance the sound has travelled in air we use the formula: Distance = (Time x Speed of Sound in Air) / 2. The "2" 
represents the sound travelling back and forth. To read the distance as centimetres we use the formula: Centimetres = 
((Microseconds / 2) / 29). Here, we take into consideration the temperature while calculating the speed of sound in air. On detecting 
an object within the range of 100cms, the vibrator motor is turned on and alerts the user. If the user approaches the object closer 
than 50cms, the intensity of vibrations increases. The moisture sensor also continuously provides feedback if in contact with water. 
The feedback is given via the buzzer to differentiate between obstacles.   
The reason we use these two different feedback mechanisms by two different sensors is because, the probability of obstacles being 
detected is more compared to wet areas, hence to avoid causing disturbances to surrounding people the feedback from ultrasonic 
sensor (obstacle detection) is provided by vibrations by the vibrator motor as it is sound-free (sound of vibrations compared to that 
of the magnetic buzzer is assumed to be negligible). Moreover, the possibility of confusion is much greater when the sensors are 
connected to the same feedback device. 
The raised surface detection is implemented using the Raspberry Pi microprocessor on the Smart E – Cane. The Raspberry Pi 
microprocessor receives data from the image captured by the Pi camera. Deep learning is a subset of machine learning that uses 
multi-layered neural network to progressively extract higher level features from the raw input data. Since this is a prototype model, 
only staircase detection has been trained into the machine by data sets and the deep learning mechanism is used on various staircase. 
The flowchart for the staircase detection is explained in the figure 3. A threshold value of 0.25 is set, so that images detected as 
staircases below 25% confidence value are discarded. The feedback from this process is provided via speech playback using a 
speaker or earphones. 

 
Fig. 3: Staircase Detection Using Deep Learning Flowchart 

Once the code is dumped onto the processor and a power supply is provided, the Smart Band which contains the NodeMCU, the 
GPS module, RF transmitter module and the push buttons (as shown in figure 4) is turned on. The code contains the 
BlynkSimpleEsp8266 header file which was included to provide access to the Blynk app. Another library called TinyGPS is 
included for parsing NMEA data streams provided by GPS modules. This library provides compact and easy-to-use methods for 
extracting position, date, time, altitude, speed, and course from consumer GPS devices. 
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Fig. 4: Smart Band pin diagram 

As seen, there are two push buttons. One works as an SOS button and the other is used to locate the Smart E – Cane. When the user 
presses Button 2 (the SOS button), the GPS module collects the location information and send it to Blynk (latitude first, then 
longitude), along with a “HELP!!!” message indicating the user is in some kind of situation that needs the attention of his contacts. 
The emergency contacts will be able to view his location on a map. When Button 1 is LOW, the RF transmitter sends a signal to the 
RF receiver on the Smart E – Cane, which activates the buzzer. 
2) Software: The software part of our project is based on image processing using deep learning and machine learning algorithms. 

We use yolov3 which is a quick, real time, image processing tool. 
 

TABLE II 
Software Components List 

Python 3 OpenCV 
TensorFlow YOLOv3 

Blynk Vott 
Keras Arduino IDE 

VNC Viewer Anaconda 
Raspberry Pi OS gTTS API 

a) Step 1: Image Annotation 
For detecting staircases in pictures, it needs to be fed with labelled training data. For accurate results, we labelled about 250 objects. 
Labelling is done using Microsoft’s Visual Object Tagging Tool (VoTT). Once the images are classified and the coordinates are 
established, and we export it as csv file shown in figure 5.   

 

 
Fig. 5: Annotations_export.csv 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 8 Issue VI June 2020- Available at www.ijraset.com 
     

 ©IJRASET: All Rights are Reserved 
 

1929 

In the final step, we convert the VoTT csv format to the YOLOv3 format by, running the conversion script within the 
Image_Annotation folder: 
>>> python Convert_to_YOLO_format.py 

 
Fig. 6: data_train.txt 

This script generates two output txt files: data_train.txt and data_classes.txt. The data_train file is shown in figure 6 and the 
data_classes.txt contains the class of the recognizable images which, in our project, is the staircase. 

b) Step 2: Training 
By means of the training images and the annotation file data_train.txt which we have created in the earlier step we now train our 
YOLOv3 detector. Before this we download the pre-trained YOLOv3 weights and convert them to keras format. These weights are 
pre-trained under ImageNet 1000 dataset and thus work quite well for object detection that are very similar to the images and 
objects in the ImageNet 1000 dataset. The final weights are saved in Model_weights. 
 
c) Step 3: Inference 
In this step, we test our detector on staircase images located in Test_Images. The outputs are saved and stored into the 
Test_Image_Detection_Results. The outputs include the original images with bounding boxes and confidence scores as well as a file 
called Detection_Results.csv containing the image file paths and the bounding box coordinates. 

C.  Sequence Flow 
When the device is ON, the Raspberry Pi runs the scheduled processes. Once the Ultrasonic sensor detects the object that is 
in its range, it activates the vibrator through the Raspberry Pi. A similar process takes place when the moisture sensor comes in 
contact with water; it activates the buzzer through the processor. When the Pi camera captures an image, it stores the image. Based 
on the parameters and trained model sets, the image is processed by yolov3 and if the staircase is detected, it sends the feedback to 
the processor which then activates a voice message stating the obstacle that is detected. 
When the Button 1 on the Smart Band is pressed, it activates the buzzer through Radio frequency transmission. When the Button 2 
on the Smart Band is pressed, it initiates the GPS module to send location via IoT back to the NodeMCU which then sends that 
location with an alert message to the application of the contacts having the Blynk application. 

 
Fig. 7: Sequence Flow of Raspberry Pi and NodeMCU 
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V. RESULTS 
The Smart E – Cane and Smart Band devices are powered on when a power source of 9V or more is provided to them. In order to 
initiate the working of Smart E – Cane and to view the output from various sensors along with the status of output devices they are 
connected to, we execute the run command in the terminal window of Raspberry Pi. 

  
Fig. 8: (Left) Output of Ultrasonic sensor showing distance from object with vibrator status. (Right) Output on command prompt 

showing water detected by moisture sensor 

When Button 1 on the Smart Band is pressed to locate the Smart E – Cane, the receiver on the Smart E – Cane receives the signal 
from the transmitter on the Smart Band and activates the buzzer on the Smart E – Cane. This is depicted in figure 9. 

 
Fig. 9: Button 1 on Smart Band pressed, activating buzzer on Smart E – Cane 

When the Button 2 on the Smart Band is pressed, the GPS module obtains and sends the location to the NodeMCU which then sends 
it to the Blynk app, which alerts the respective contact of the user. When the button isn’t pressed, the status is left blank as shown in 
figure 10. 

  
Fig. 10: (Left) Location of user with alert notification on Blynk app of the emergency contact. (Right) Location of the user with 

blank status on Blynk app 
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When the user comes in front of an obstacle such as the staircase, the processor detects it and produces an output as shown in figure 
11. A voice message alerts the user if the staircase is detected. We have used YOLOv3 object detection algorithm in our project to 
detect staircase. YOLOv3 produces a confidence score beside the object class when detecting an image. The score is a number 
between 0 and 1 that indicates confidence that the object was genuinely detected [24]. The closer the number is to 1, the more 
confident the model is. In our staircase detector model, we have defined cut-off threshold level as 0.25. In that case, we would 
ignore the remaining objects because those confidence scores are below 0.25.  

 
Fig. 11: Staircase detection with a confidence score of 0.80 or 80%. 

 
Fig. 12: Prototype model of Voice Assisted Smart E-Cane for the Visually Challenged Using Machine Learning 

VI. CONCLUSIONS 
Voice Assisted Smart E-Cane for the Visually Challenged Using Machine Learning, this prototype model is a great electronic aid 
for the visually challenged and the blind. It not only alerts the user if the obstacle is detected but also provides security for the user. 
The Smart E-Cane with Raspberry Pi microprocessor detects the obstacles using ultrasonic sensors and alerts the user by vibrator 
motor. Intensity of the vibrations depends on how far the obstacle is located, if the obstacle is far the intensity is low otherwise the 
intensity is high. 
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 The Smart E-Cane detects the water in the surrounding using moisture sensor and alerts the user by buzzer sound. Most important 
feature is the detection of staircase and it is done using Deep Learning and Neural Network concepts, where it uses YOLOv3 the 
latest, popular object detection algorithm. If the staircase is detected the voice playback saying “STAIRCASE FOUND” is played. 

VII. FUTURE SCOPE 
Our prototype model can further be powered by solar cells instead of Li-ion battery as they have to be replaced often. Can establish 
wireless communication between the components to achieve the compactness of the system. As the prototype model only detects 
staircase, further it can be trained to detect other elevated surfaces like ladder, an inclined plane, ramp etc. To increase the 
processing speed and to reduce the delay occurred, one can go with GPU (Graphical Processing Unit) or high-speed processors. 
Moreover, earphones can be made use for the better clarity of the voice playback and to speak to the concerned person at any 
location. 
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