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Abstract: Optical coherence tomography images are susceptible to speckle noise which affects the interpretation and analysis of 
internal structures of specimens. Speckle noise reduction is an important prerequisite, whenever coherent imaging is used for 
tissue characterization. The speckle pattern depends on the structure of the image tissue and various imaging parameters. 
Denoising techniques are aimed at removing noise or distortion from images while retaining the original quality of the image.  
This paper examines the performance of some spatial domain linear and non-linear filters in denoising an OCT image. A 
comparative study is made on the performance of these filters which is expected to remove the speckle noise from the image 
while preserving the edges. Various image metrics are used to evaluate the performance of the denoising filters. The comparison 
shows that bilateral filter performs better than other denoising filters. 
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I. INTRODUCTION 
Speckle noise is a common phenomenon exhibited by coherent imaging which appears in many applications like optical coherence 
tomography, synthetic aperture radar and ultra sound imaging. Speckle noise is generated due to constructive and destructive 
interference of multiple echoes returned from each pixel[1]. As a result, a granular pattern is produced in the image which 
significantly corrupts the appearance of the image objects which constitutes a major image quality degradation factor. It does not 
affect contrast resolution though it does reduce the useful spatial resolution. The reduction affects the human ability to identify 
normal and pathological tissues in optical coherence tomography images Speckle is a kind of correlated noise and therefore it is 
difficult to completely eliminate although it can be significantly reduced by denoising techniques. Many filtering methods have been 
proposed in the literature to reduce speckle noise[2,4,5]. One possible side effect is that filtering algorithms eliminate part of the 
original information along with noise, especially high frequency information related to image edges or details. In general, denoising 
methods can be broadly classified as adaptive and non-adaptive filtering algorithms. Non-adaptive filters are faster and easy to be 
implemented. They use the same smoothing weights for the whole image ignoring the differences in the image contrast and texture. 
Examples of non-adaptive filters are mean and median filters. On the other hand adaptive speckle filtering methods preserve edges 
and high-textured details. Several techniques for suppressing speckle noise have been developed. They are divided mainly into two 
classes: (i) techniques that are applied in the spatial domain and (ii) techniques that are applied in the transform domain. This paper 
presents a comparative study on the performance of spatial domain linear and non-linear filters.  The paper is organized as follows: 
Section 2 describes the mathematical model of speckle noise. Section 3 presents the review of existing speckle filters. Section 4 
presents quality evaluation metrics used for evaluating the quality of speckle reduction technique. Section 5, presents the 
experimental results on OCT images and the conclusion is given in section 6. 
 

II.  MATHEMATICAL MODEL OF SPECKLE 
Speckle is well modeled by a multiplicative noise. It is a random signal where the average amplitude increases with the overall 
signal intensity. It is known to have Rayleigh distribution. It appears as bright specks in the lighter region of the image[3]. It can be 
modeled as a pixel value multiplied by the random value. Speckle noise can be modeled as:      
                       Y(x, y) = S(x, y).N(x, y)        (1) 
where Y, S and N represent the noisy data, signal and speckle noise, respectively. In order to change the multiplicative nature of the 
noise to additive one, a logarithmic transformation is applied to the image data [3]. Taking logarithm of the both sides of equation 
(1), leads to: 

 f(x,y) = s(x,y) + e(x,y)           (2) 
where f, s and e represent logarithms of the noisy data, signal and noise, respectively. 
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III. REVIEW OF LITERATURE 

A. Lee Filter 
The Lee filter[6], developed by Jong-Sen Lee, is an adaptive filter which changes its characteristics according to the local statistics 
in the neighborhood of the current pixel. Lee filter forms an output image by computing a linear combination of the center pixel 
intensity in a filter window with the average intensity of the window. The distinct characteristic of the filter is that in the areas of 
low signal activity (flat regions) the estimated pixel approaches the local mean, whereas in the areas of high signal activity (edge 
areas) the estimated pixel favors the corrupted image pixel, thus retaining the edge information.  

B. Wiener Filter  
Wiener filter[7] is based on the least-squared principle, i.e. the filter minimizes the mean-squared error (MSE) between the actual 
output and the desired output. Image statistics vary too much from a region to another even within the same image. Thus, both 
global statistics (mean, variance, etc. of the whole image) and local statistics (mean, variance, etc. of a small region or sub-image) 
are important. Wiener filtering is based on both the global statistics and local statistics.  

C. Frost Filter  
The Frost filter[8] replaces the pixel of interest with a weighted sum of the values within the n x n moving window. The weighting 
factors decreases with distance from the pixel of interest and increases for the central pixels as variance within the window 
increases. This filter assumes multiplicative noise and stationary noise statistics.  

D. Sigma Filter 
It reduces speckle noise by replacing the center pixel of a scanning window with the average of those pixels within the two-sigma 
range of the center pixel. Pixels outside the two-sigma[9] range are considered as outliers, and they are not included in computing 
the sample mean. It is well known, that small details of the input image are not well preserved by the sigma filter.  

E. Homomorphic Filter 
Homomorphic filtering[10] technique is one of the image enhancement methods implemented in frequency domain. It is a kind of 
approach based on the illumination-reflectance image model which is very useful in performing image enhancement by 
simultaneous brightness range compression and contrast enhancement.  

F. Bilateral Filter 
The Bilateral filter[11], a nonlinear filter proposed by Tomasi and Manduchi, is used to suppress additive noise from images. It 
smoothes images while preserving edges, by means of a nonlinear combination of nearby image values. The method is noniterative, 
local, and simple. It combines gray levels or colors based on both their geometric closeness and their photometric similarity, and 
prefers near values to distant values.  

G. Total Variation Filter 
Rudin et al. proposed Total variation (TV) [12] which is a constrained optimization type of numerical algorithm for removing noise 
from images. The total variation of the image is minimized subject to constraints involving the statistics of the noise. The constraints 
are imposed using Lagrange multipliers. The solution is obtained using the gradient-projection method. This amounts to solving a 
time dependent partial differential equation on a manifold determined by the constraints, as the solution converges to a steady state 
which is the denoised image.  

H.  Non-local Means (NL-Means) Filter 
NL-means filter, introduced by Buades et al., is based on the natural redundancy of information in images. It is due to the fact that 
every small window in a natural image has many similar windows in the same image [13]. The property of this filter is that the 
similarity of pixels has been more robust to noise by using a region comparison, rather than pixel comparison and also that matching 
patterns are not restricted to be local. That is, the pixels far away from the pixel being filtered are not penalized. 

I. Anisotropic Diffusion (AD)  
Anisotropic diffusion [14] filters usually apply spatial regularization strategies. There are two representatives of anisotropic 
diffusion processes. They are called edge-enhancing anisotropic diffusion and coherence-enhancing anisotropic diffusion. The first 
one offers advantages at noisy edges, whereas the second one is well-adapted to the processing of one-dimensional features. In 
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anisotropic diffusion filter it is necessary to extract a family of derived images of multiple scales of resolution in order to be able to 
identify global objects through blurring. Anisotropic models do not only take into account the modulus of the edge detector, but also 
its direction. In the anisotropic diffusion method, the gradient magnitude is used to detect an image edge or boundary as a step 
discontinuity in intensity. 

TABLE 1: COMPARISON OF DENOISING FILTERS. 
Algorithm Properties Denoising Edge Preservation 

Lee 

Changes its characteristics according 
to the local statistics in the 
neighborhood of the 
current pixel 

 Able to smooth away 
noise in flat regions, but 
leaves the fine details 
unchanged.  

It leaves noise in the vicinity of edges 
and lines 

Wiener 
Stable filter obtained for bounded 
noise power spectral density 

Most speckles are 
removed. Does not preserve edge details 

Frost 

It calculates average intensity of the 
pixels and coefficient of variation 
inside a moving window Not effective in denoising Does not preserve edge details 

Sigma 
It is based on the two-sigma 
probability of gaussian distribution 

Isolated dark pixels remain 
unfiltered 

It blurs and depresses strong reflecting 
targets 

Homomorphic 
The fast fourier transform of the 
image is calculated Not effective in denoising 

It does not preserve edge details and 
blurs the image extensively 

Bilateral 

Combination of two filters based on 
spatial distance and intensity 
difference 

Eliminates  significant 
amount of noise 

Performs better in preserving sharp edges 
and fine details 

Total Variation 

It is based on constrained optimization 
type of numerical algorithm for 
removing noise from images 

It removes the noise but 
gives blurring effect to the 
denoised image Preserves the edge details. 

NL Means 

Estimates every pixel intensity based 
on whole image by exploiting the 
presence of similar patterns and 
features of a image. 

Not able to suppress any 
noise for non-repetitive 
neighbhourhoods Does not preserve edge details 

SRAD 
It is based on heat diffusion process 
and estimation of statistics of image Speckle noise is removed 

Preserves edges and also allows diffusion 
on either sides of edges and small 
features 

DPAD 

Continuous anisotropic diffusion is 
discretely implemented by using four 
nearest neighbours Poor in denoising 

Smoothes both noise and fine details 
with low gradient strength 

 
IV. ASSESSMENT PARAMETERS FOR DESPECKLING 

Various assessment parameters[12,13] that are used to evaluate the performance of denoising filters for speckle reduction and edge 
preservation are Peak Signal to Noise Ratio (PSNR), Root Mean Square Error (RMSE), Universal Quality Index (UQI), Structural 
Similarity Index (SSIM), Correlation Coefficient (CC), Noise Mean Value (NMV), Noise Standard Deviation (NSD), Mean Square 
Difference (MSD), Deflection Ratio (DR) and Equivalent Number of Looks (ENL).  

A.  Peak Signal to Noise Ratio (PSNR), Root Mean Square Error (RMSE), Universal Quality Index (UQI) 
RMSE[15] is an estimator in many ways to quantify the amount by which a noisy image differs from noiseless image. PSNR[15] is 
the ratio between possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. Higher 
PSNR value provides higher image quality. The universal Image Quality Index (IQI) [16] is modeled by considering three different 
factors: (i) loss of correlation, (ii) luminance distortion and (iii) contrast distortion. 



www.ijraset.com                                                                                                            Volume 4 Issue II, February 2016 
IC Value: 13.98                                                                                                             ISSN: 2321-9653 

International Journal for Research in Applied Science & Engineering 
Technology (IJRASET) 

©IJRASET 2013: All Rights are Reserved 
285 

           (3) 

          (4) 

         (5) 

B.  Structural Similarity Index (SSIN)  
The structural similarity (SSIN) [17] index measures the similarity between two images in a manner that is more consistent with 
human perception than traditional techniques. The range of values for the SSIN lies between −1, for a bad and 1 for a good  
similarity between the original and despeckled images, respectively. 

                        (6)
  

C.  Noise Mean Value (NMV), Noise Variance (NV), and Noise Standard Deviation (NSD) 
NV determines the contents of the speckle in the image. A lower variance gives a “cleaner” image as more speckle is reduced, 
although, it not necessarily depends on the intensity. The formulas for the NMV, NV and NSD calculation are as follows[18]. 

                               
                   (7) 

D.  Mean Square Difference (MSD) 
MSD[18] indicates average square difference of the pixels throughout the image between the original image (with speckle) and 
denoised image.                    

 
 

           (8) 
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E. Equivalent Numbers of Looks (ENL) 
The value of ENL[18] depends on the size of the tested region, theoretically a larger region will produces a higher ENL value than 
over a smaller region but it also tradeoff the accuracy of the readings. The formula for the ENL calculation is 

                   (9) 

The significance of obtaining both MSD and ENL measurements in this work is to analyze the performance of the filter on the 
overall region as well as in smaller uniform regions. 

F. Deflection Ratio (DR) 
The formula for the deflection ratio[18] calculation  is 

                    (10) 

The ratio DR should be higher at pixels with stronger reflector points and lower elsewhere. 
 

G.  Correlation Coefficient(CC) 
For digital images, the Pearson’s correlation coefficient [19] is defined where, xi and yi are intensity values of ith pixel in 1st and 
2nd image respectively.  

                     (11) 
Also, xm and ym are mean intensity values of 1st and 2nd image respectively.  
 

V. RESULTS AND DISCUSSIONS 

TABLE 2: PERFORMANCE ASSESSMENT OF DENOISING FILTERS. 
  PSNR RMSE UQI SSIN CC NMV NSD MSD DR ENL 
Lee 26.5535 4.7872 0.5872 0.8113 0.553 29.752 8.0148 22.9594 1.075 13.78 
Wiener 33.5514 3.615 0.567 0.8816 0.8275 29.739 8.0034 13.0681 1.1032 1.8077 
Frost 24.9487 4.967 0.539 0.7508 0.553 29.446 8.062 24.6707 0.9713 1.3328 
Sigma  26.7274 11.7997 0.4958 0.8121 0.5631 29.498 46.2852 13.2326 5.6479 0.4062 
Homomorphic 25.7093 4.6695 1.0072 0.024 0.3127 1.0346 31.6664 1.7601 2.6586 0.0822 
Bilateral 79.3074 0.0277 0.7882 1.0000 0.3906 0.1197 8.1805 7.69E-04 0.4825 13.44 
TV 75.6102 0.0424 0.2601 1.0000 0.6211 0.1164 0.1821 0.0018 0.4571 4.4085 
NL Means 75.4915 0.043 0.252 1.0000 0.6185 0.1146 0.1817 0.0019 0.4495 0.3983 
SRAD 28.1046 10.0695 0.33 0.8096 0.8603 29.587 7.9952 101.3956 4.2945 13.695 
DPAD 13.644 53.2158 0.0044 0.2586 0.8928 1.0000 10.1967 2.8319 10.099 0.0096 

The experiments were carried out on a Core i3; 2.4 GHz processor with 4GB RAM using MATLAB R2009. The denoising filters 
listed in section III were tested with an OCT image of size 385 * 287 with a noise variance of 0.04 and the results are given in table 
2. PSNR should be higher for a better-transformed image. RMSE should be low for denoised image. The results of UQI and SSIN 
should fall within the range of -1 to +1. If the correlation coefficient value is equal to 1 then the original and denoised images are 
absolutely identical, if the correlation coefficient value is equal to 0 then the original image and denoised image are completely 
uncorrelated and if the correlation coefficient value is equal to -1 then both original image and denoised image are completely anti-
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correlated. NMV value is used to calculate NSD of the denoised image. A lower NSD value gives a cleaner denoised image. A 
lower MSD indicates a smaller difference between the original (with speckle) and de-speckled image. The DR value should be 
higher for a denoised image. A larger value of ENL usually corresponds to a better quantitative performance. Comparison between 
the filters with the criteria’s of denoising and edge preservation is listed in table1. 
 

 
Fig 1. Comparison of denoising filters 

 

 

 

 

 

Fig 2 Original Image Fig 3 Noisy Image Fig 4 Lee Filter 
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Fig 8 Homomorphic Filter Fig 9 Bilateral Filter Fig 10 Total variation Filter 

   
Fig 11 NL Means Filter Fig 12 SRAD Filter Fig 13 DPAD Filter 

Fig.1 gives statistics of the denoising filters that were executed. Fig.2 and Fig.3 are original and noisy images respectively. The 
outputs obtained from the execution of various denoising filters are listed from fig.4 to fig.13. The result shows that bilateral filter 
has a higher PSNR value, lower RMSE values compared to other filters. The UQI and SSIN values of the bilateral filter show that 
the quality and the structural similarity of the denoised image are improved. The correlation coefficient value of the bilateral filter 
indicates that there is less correlation between original image and denoised image. The ENL value of the bilateral filter shows that 
there are more uniform region in the denoised image, but the deflection ratio of the filter indicates that the reflection points of the 
denoised image is very low. 
Both lee and weiner filters are based on the optimal minimum mean square error estimates of the original image. Both filters appear 
to reduce the speckle pattern, yet in homogenous regions some speckle patterns are visible. Total variation filter and SRAD filters 
removed the speckle noise causing some distortion to the image. The use of Frost and sigma filters resulted in some improvement to 
the PSNR value of the denoised image but the denoised image was blurred. Compared with other filters, Homomorphic filter 
exhibits less correlation between original image and denoised image and the visual contrast of the denoised image is too high. 
Besides, considerably increased deflection ratio of DPAD filter indicates that the speckle detection performance is poors.  
 

VI. CONCLUSION  
The performance metrics shows that among the different type of speckle reduction filters, bilateral filter removes substantial amount 
of noise without destroying important edges. Homomorphic filter is a frequency domain filter and rests of the filters are spatial 
domain filters. The spatial filters operate by smoothing over a fixed window and it produces artifacts around the object and 
sometimes causes over smoothing thus causing blurring of image. Wavelet transform is best suited for performance because of its 
properties like sparsity, multiresolution and multiscale nature.  Further work can be carried out in the wavelet domain by modifying 
the bilateral filter to improve the deflection ratio of the image, which will strongly reduce speckle noise and preserves the edges of 
the denoised images.  
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