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Abstract--- Social media monitoring the public views can be understood by the theories of people’s opinion. Online reviews became 
increasingly popular in a broad way for people to share their views and sentiment with other users towards any product. These 
online reviews provide healthy information about any product which is newly launched in the market. This could be very useful 
for the business people to improve their product’s quality and productivity to make reviews in their own field. There comes 
Sentiment analysis which makes review using the people’s attitude accordingly. Sentiment analysis/opinion mining has attracted 
its attention all over the world. Extraction of sentiment word and sentiment target from online reviews is the two basic 
fundamental tasks in the web content. This could be accomplished by the word alignment model. 
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I. INTRODUCTION 
Today in the growing world of internet there are lot of ways for people to share their opinion in the social network like twitter, tumblr, 
face book.[1] They are free to share anything in the social network Before the popularity of web, if an organization or an individual 
needs to know the opinion about their product or anything they used to conduct surveys and focus on small groups. However human 
decision making has always influenced, while this meant to be useful for users as well as business organization too. Though these 
opinion could be helpful in the extraction of large amount of data. Sometimes these huge amount of data become tedious for users to 
get opinionated data.[9] Analyzing and ranking these data in the web is an interesting part. This could be one with the newly 
developed computational method called sentiment analysis. 

Sentiment Analysis is the method of automated detection of attitudes, behavior, emotions from speech, text etc. Opinion mining 
involves classifying opinion into three different categories like positive, negative and neutral, these classifications provides a powerful 
voice for users and branded management. 

Sentiment analysis could also be done at document, in document level the entire document is taken to classify them into positive and 
negative.[14] Opinion mining has  two fundamental challenging problem they  are opinion lexicon and opinion target extraction. 
Opinion lexicon describes the prior knowledge about the list of opinion words such as excellent, good, fair, poor etc.[13] Whereas 
opinion targets are the expressed word about the topic. For example, “This car is cheaper and spacious “These lexicon uses sentiment 
dictionary to match the original data with the opinion word to determine polarity and assigns the sentiment scores. The objective of 
this paper is to extract the opinion word in the text data and ranking them according to their priority. 

II. EXISTING METHOD 
The fundamental problem in sentiment analysis is opinion target extraction. Extensive studies had been made on opinion target 
extraction which usually includes two different approaches namely supervised method and unsupervised method.[5] In supervised 
method, the opinion targets are usually concerned as sequence labeling task which has a limitation that labeling each training data is 
impossible. In unsupervised method, the same opinion word is used for all similar opinion targets which bring a great limitation. 
Rather the opinion target also focuses on sentence level extraction which only focuses on the identification of opinion expressions. 
While the corpus level, extracted a list of opinion targets which may produce fake information about the product/services. Opinion 
target extraction is said to be a bootstrapping process which iteratively depends on their own associations.[4] Double propagation 
method was simply superb which exploited a syntactic relations, besides this method had a great limitation is that the patterns could 
be dependent on parsing trees which is impossible for large corpora.[6] Many more algorithms have been exploited such as HITS, 
EM, WAM etc all these methods had been met with different insufficiencies. Besides, all these existing methods an efficient opinion 
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target extraction has been developed with partially supervised word alignment model which insisted on larger corpora too. 

III. PROPOSED METHOD 
The proposed method overcomes all the disadvantages described in the existing technique, using word alignment model at the 
partially supervised method. It is done at the document level..  The noun/phrases are regarded as opinion target gets extracted, then 
each candidate with higher confidence greater than the threshold values are ranked using priority are extracted as results. 

 

 

 

                  

 

 
 

 

 

 

 

 

 

 

 

Fig.1 Architecture of the proposed method 

A. Preprocessing 
This is the essential step in opinion mining where analyzing the entire document is done so that it would be easier for users. It does 
help the user simultaneously to remove the incomplete, irrelevant and noisy datum in the document. The task involved here are: 
Stemmer, Stop word removal, frequent words. 

B. Stemmer 
A simple stemmer treats upon the inflected word to their base word by using the lookup table. Generally, the words that are stored in 
the lookup table/ data process automatically reduces the word to its root. Obviously, stemmer is used to maintain all the stem.[10] 
For example: “Alan is riding the car”. Each word in the sentence is separately treated and the word riding is reduced to its stem 
word stem.  It is done in order to make users to easily understand and rank them in a simple and fast way. 

C. Stopwords Removal 
Removing stop words allows users to search for the exact word in the document. Stop words are the list of words or simply the 
grammatical words which is removed before or after preprocessing. For example: “Clancy is reading”. The word “is” got removed, 
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and the stemmer reduces reading to read, so the noun read is processed. 

D. Frequent Words 
The same word that is iterated in the document. The common strategy for determining the frequent words is to sort all the terms by 
collection of frequency. i.e.  the number of counts made in the document. 

E. Opinion Relation And Data Processing 
The document which is preprocessed using the above tasks are extracted as opinion relation. The word that is extracted in the 
sentence / topic, frequently matches with the database. For example: “write” if this is the opinion relation that matches with the 
database frequently then it is given weighted priority by, how many times the word “write” gets matched with the database. 

F. Opinion Target 
Extracting the opinion target is the fundamental task which is done using the monolingual word alignment model and given higher 
confidence to those extracted target using weighted priority algorithm.[7] It involves  the following tasks. 

G. Mining Association Between Opinion Target And Opinion Word 
To mine the association, the potential need is to identify the opinion relation in each sentence and determine them. An assumption is 
made on opinion target to be noun and opinion words to be verb.[2][7] To associate, word alignment model is applied to the 
monolingual scenario to find the one to one correspondence between the opinion targets. To improve the performance this method is 
done on partially supervised model[2]. To guarantee direct dependency, each word in the document indicates that exactly one word 
depends on other word without any additional word in its path. 

H. Mining Association Using Monolingual Word Alignment Model 
The monolingual scenario is used to identify the opinion relation in the document and to estimate the association between each 
opinion target and the word[3]. Each word is aligned only with its own collocates. It is therefore done to get one to one 
correspondence with all other collocates. The monolingual sentence never collocates with itself.[11]Given a sentence with m words 
S={P1,P2,….Pm} the word alignment could be obtained by maximizing the alignment probability. 

ALGORITHM 

INPUT: database D; set of items I= {i1,i2…im}, 

Set of weight W= {w1,w2,…,wn}, 

 Calculate the weighted minimum threshold, 

 Calculate the weighted maximum confidence, 

OUTPUT: Prioritized confidence 

PSEUDOCODE 

BEGIN 

INITIALIZE the document; 

COMPARE opinion relation with data processing; 

EVALUATE the count of frequent words; 

ALLOCATE weight to the opinion targets; 

SORT the weight based on priority. 
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END 

I. Ranking 
 Ranking is the essential part in improving the web content accessibility which is usually done after mining the association between 
opinion words using word alignment model and the candidates confidence would be extracted as opinion targets which is an 
important indicator.[12] For example, if two candidates are supposed to belong to the same category using same opinion words. 
Only one candidate must be prioritized, in order to do so the graph based co-ranking technique is used, which iteratively computes 
the weightage of the opinion target confidence.[8] 

J. Analysis 
 By using the word alignment model the overall average opinion target candidates gets analyzed which makes much easier for the 
users to review. It also proved that no single method performed best for all considered. Henceforth analysis is made and shown as 
graph 

IV. CONCLUSION 
A novel method for improving the accessibility of web content using monolingual word alignment method has been proposed. The 
main framework is focused on extracting the opinion target in the web. The proposed method captures opinion target more precisely 
in order to rank the candidates confidence using the weighted priority algorithm. Finally, analysis is made on the estimated 
confidence and the result is extracted. 
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