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Abstract many emerging web and Internet applications are based on a group communications model. Thus, securing 

group communications is an important Internet design issue. The Key Distribution is major problem of communication and 

network security. Group communication can benefit from IP multicast to achieve scalable exchange of messages. However, 

there is a challenge of effectively controlling access to the transmitted data. IP multicast by itself does not provide any 

mechanisms for preventing no group members to have access to the group communication. In this paper, we present new 

method for making scheme for efficient computation. In which we include MDS code which is related to the problem of 

efficient information updates. We also include the efficient re-keying of large groups with dynamic membership: minimizing 

the overall time it takes for the key server and the group members to process the re-keying message. Specifically, we 

concentrate on re-keying algorithms and minimize the longest sequence of encryptions and decryptions that need to be done 

in a re-keying operation, then we provide an optimal schedule of re-keying messages. We propose a new scheme for a 

scalable multicast key distribution scheme. It focuses explicitly on the issue of snowballing member removal and presents an 

algorithm that minimizes the number of messages required to distribute new keys to the remaining group members

Index TermsMDS Algorithm, Rekeying Multicasting, Group Key Management, Key tree, Group Controller, Complexity  

I. INTRODUCTION 

Multicast is an effective method for distributing 

information to multiple users in a group communication; it 

reduces the consumption of network re-sources .Multicast is 

supported on the internet, or via satellite communication, 

wireless network, sensors etc., in multicast group 

communication, all the authorized members share a session 

key, which will be changed dynamically to ensure forward and 

backward secrecy referred as "group rekeying".

Traditional networking depends heavily on physical cables 

or reliable communication channels to pro-vide end-to-end 

network paths, and with moderate round-trip times and small 

packet loss probabilities (Zhu et al., 2009). However, with 

some new emerging networking technologies such as satellite, 

sensor and vehicle communication networks technology, 

traditional networks fail to perform well as the new technology 

has a very long delay network path and possible link 

distributions (Bhutta et al., 2009)[2].The goal is to actually 

communicate, i.e. transfer information from one party to 

another, we also need to keep an eye on practicality. Usually 

we will assume that any party involved can run polynomial 

time and space algorithms, no matter whether we are talking 

about the legitimate parties or an adversary[1].In this paper, the 

hierarchical key distribution algorithm (or, scheme), which is 

regard-ed as the most efficient category of key distribution 

architectures in term of efficiency and scalability is provided.

One of the most efficient approaches to en-sure 

confidentiality of group communications is employing a 

symmetric key encryption scheme. But before the sender 

encrypts and transmits the data over a group communication 

channel to a group of privileged users, a shared key called 

group key must be established among them [4]. Group key 

establishment can be subdivided into group key distribution

(GKD) and group key exchange (or group key agreement). 

Two parallel lines of research, commonly referred to as 

broadcast encryption (BE) [6] and multicast key distribution 

(MKD) (multicast encryption), have been established to study 

the GKD problem. This paper only focuses on multicast key 
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distribution protocols. To prevent a new member from 

decoding messages exchanged before it joins a group, a new 

group key must be distributed to the group when a new 

member joins. This security requirement is called group 

backward secrecy [7]. On the other hand, to prevent a 

departing member from continuing access to the group’s
communication (if it keeps receiving the messages), the key 

should be changed as soon as a member leaves. This security

requirement is called group forward secrecy [7]. To provide 

both group back-ward secrecy and group forward secrecy, the 

group key must be updated upon every membership change 

and distributed to legitimate members. This process is referred 

to as immediate group rekeying in literature.

II. MAXIMUM  SEPARABLE CODES

Wherever MDS (Maximum Distance Separable) codes are 

a class of block error control codes that meet the Singleton 

Bound, i.e., d = n - k + 1 for an (n, k, d) code over GF(q'). A k-

symbol message block m=m1….mk is expanded to an n-

symbolcodewordblockc=c1...…cn[1][10].Usingaproper
erasure decoding algorithm, the message block m can be 

perfectly recovered from any k symbols of the codeword c. We 

choose the ReedSolomon codes (RS) [9] as the MDS codes, 

since it isthe most widely used MDS code.For a q-ary (n,M,d)-

code, the Singleton bound states that

M £ qn-d+1.This implies that for a linear [n,k]-code we 

musthaveqk£qn-d+1,fromwhichitfollowsthatk£n- d + 1, 

or as we prefer to write it,d£n - k + 1.A linear code which 

meets this bound is called a Maximum Distance Separable 

(MDS) code .Since error correcting capability is a function of 

minimum distance, we see that for given dimensions n and k, 

the MDS codes are those with the greatest error correcting 

capability.

2.1Characterizing MDS Codes

There are several useful characterizations of MDS codes. 

The simplest being;

Proposition 1: A q-ary [n,k] linear code is an MDS code if, 

and only if, the minimum non-zero weight of any codeword is 

n - k + 1 the trival example are as follows:

1. For any n and q, V[n,q], a linear [n,n]-code, is an 

MDS code, since the minimum non-zero weight of 

any codeword is 1. 

2. Another trivial example for any n and q, is the cyclic 

code generated by the all 1's vector. This is an [n,1]-

code with minimum weight n. 

3. Yet another trivial MDS code (for any n and q) is 

obtained by taking all the vectors of even weight in 

V[n,q]. It is not difficult to see that this is an [n,n-1] 

code (linear subspace) with minimum distance 2. 

4. MDS codes which are not one of these three examples 

are called nontrivial MDS codes.

2.22.2 Maximum Distance Separable Codes Algorithm

It mainly consist of three parts, they are as follows:

a) Initializing Group controller.

b) Subscribing new members.

c) Applying the procedure of Re-Keying whenever member 

leaves the group.

Steps for the Algorithm:

Fig.1: MDS Code Algorithm

III. PROPOSED WORK

We study how a multicast group can efficiently be 

distributed in computation. We adopt a common model where 

session keys are issued and distributed by a ‘central group
controller‘(GC).TheresourcesneededfortheGCtodistribute
session keys to group members include communication, 

storage and computation resources. We propose a new 

multicast key distribution scheme whose computation 

complexity is significantly reduced. Instead of using 

conventional encryption algorithms, the scheme employs MDS 

(Maximum Distance Separable) codes, a class of error control 

codes, to distribute multicast key dynamically. This scheme 

drastically reduces the computational load of each group 

member compared to existing schemes employing traditional 

encryption algorithms. Such a scheme is desirable for many 

wireless applications where portable devices or sensors need to 

reduce their computation as much as possible due to battery 

power limitations. Easily combined with any key-tree based 
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schemes, this scheme provides much lower computational 

complexity while maintaining low and balanced 

communication complexity and storage complexity for secure 

dynamic multicast key distribution. For a dynamic multicast 

group, a session key is issued by a GC. Using this session key, 

the GC can establish a secure multicast channel with the 

authorized group members. Every time group memberships 

change because of   join or leave of some group members, the 

GC reissues a new session key, which is independent of all the 

old session keys. This rekeying procedure ensures security of 

current session and all of the old sessions i.e., the newly joined 

members cannot recover communications of the old sessions 

and old members who left the group cannot access the current 

session. The complexity of the rekeying operation is 

asymmetricbetween anewmember’s join and oldmember’s
leave. When a new member joins, the GC can easily multicast 

the new session key encrypted by the cur-rent session key to all 

current members, followed by a unicast to the new member to 

send the new session key encrypted by a predetermined 

encryption key shared between new member and GC. However 

when an old member leaves, the current session key cannot be 

used to convey the new session key in-formation securely, 

since it is also known to the old member.

For implementing this project here we defined Four 

Module which are as follows:

1. Data Owner

2. Access Points

3. End User (Nodes)

4. Key Pre distribution

Data Owner

The Data Owner is the service provider which sends data 

request messages to the nodes via a stationary access node. 

These data request messages from the service provider will 

initiate the stationary access node to trigger all nodes, which 

transmit their data to the requested end user (node). For group 

communications, the server distributes to each member a group 

key to be shared by all members of the group, distributing the 

group key securely to all members requires messages 

encrypted with individual keys (a computation cost 

proportional to group size). Each such message may be sent 

separately via unicast. Alternatively, the messages may be sent 

as a combined message to all group members via multicast. 

Either way, there is a communication cost proportional to 

group size.

Access Points

The Access Points act as authentication access points for 

the network and trigger r nodes to trans-mit their aggregated 

data to the End user. A sp sends data request messages to the 

corresponding nodes via a stationary access node(Group 

Leader).Theenduser’sdatarequestmessageswillinitiatethe
stationary access node to trigger all nodes to transmit their 

aggregated data to the requested end user.

End User (Nodes) 

The End Users are one who is authorized the da-ta by the 

key pair which is generated by the sp while sharing the data. 

The nodes are connecting to speci-fied group leader in the 

group manager in router and getting data from the sp via 

specified  router. Whenever a new member is authorized to 

join the multicast group for the first time, the GC sends it 

(using a secure unicast) a session key. Once a session key is 

distributed to the group, any mem-ber can calculate the secret 

information that other members in the same group hold.The 

Login Module is used for the Newly joined users to send a 

request to the Group Controller and it is used for to retrieve the 

Private keys after the Group Controller assign keys to the new 

users. The user login the group to enter the user Id and Private 

Key.

Key Pre-distribution

Many network protocols utilize the existence of disjoint 

paths (e.g., perfectly secure message trans-mission or multi-

path key establishment), but do not address how a node 

actually determines these paths in the presence on an 

adversary. The system is investigated what assumptions are 
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necessary to gather information about the local network 

topology when adversarial nodes are present and capable of 

lying about their identity or neighbors in the net-work. These 

assumptions are practical, and realiza-ble through existing 

tools such as combinatorial key pre-distribution, localization. 

The protocols ensure that, except with small probability, if 

node accepts a path through the network as valid, then each 

node along that path must be telling the truth about its identity 

and nodes it can communicate with, so long as a majority of 

honest nodes are present in the network at each point decisions 

are made. This module generates the session keys as well as 

the secured keys used by the members to communicate with 

the GC( group controller). The private keys are generated using 

MDS method. The GC (Group Con-troller) sends number of 

group members to the KGC (Key Generation Center). The 

keys are generated by the KGC and submitted to the GC. In 

session key generation, initially sixteen decimal digits are gen-

erated by using random number generation method .Then each 

decimal digit is split and compared with pre determined binary 

format.

IV. CONCLUSION

We have presented a study on some of the proposed 

efficient multicasting key distribution with reduced 

computation for improving the overall efficiency of the key 

distribution and secure multicasting.In this paper we present 

the module who help to achieve the goal of computation 

complexity and MDS Algo-rithm  describe for multicasting 

key distribution By Combing Scheme we can reduce 

complexity. This schemes were undertaken according to 

storage re-quirements at both group controller and group 

members and the number of updates in case of a single leave or 

multiple leaves.
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