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Abstract— Big data computing is a new critical challenge for the ICT industry . It process the large quantity of  information that 
cannot be analyzed  with traditional computing techniques. In this paper, foremost we focus on investigating the Big Data 
Broadcasting problem for a single source node to broadcast a big chunk of data to a set of nodes. We model the Big-data 
Broadcasting to build a Scalable, Efficient and Precise system for service level comparison between products in Market. 
Index Terms—Big data computing, cloud computing ,big data management ,distributed computing. 
 

I. INTRODUCTION 
Big Data is the process of generating value from storage and processing of very large quantities of digital information that cannot be 
analyzed with traditional computing techniques. It increases storage capacities, processing power and the availability of data..Big 
data broadcasting  used to broadcast a big chunk data from a single source node  to a set of nodes . In this we model the Big-data 
Broadcasting to build a Scalable, Efficient and Precise system for service level comparison between products in Market. The 
product comparisons for users request will b given using well known TSV (Tab Separated Value) Format is used in this paper. The 
proposal of TSV format gives service comparison, recommendations in a tabular format based on the users request. Here we model 
the service level comparisons and completes the banking process from a single gateway to all service providers. With this single 
gateway banking process the users need not to maintain multiple E-commerce accounts. Here we model Map Reduce Algorithm. 
The Map Reduce algorithm is a software framework that is ideal for big data because it enables developers to write programs that 
can process massive Amounts of data in parallel across a distributed group of processors. The Map Function performs “filtering” 
and “sorting” in whatever fashion the user desires. The Reduce Function takes the output of a map function and “reduces” the list 
and produces the final output and hence fast searching can be done. In this paper, our application connects to the several web 
applications and pull all the necessary data’s to our backend .A huge Amount of data got accumulated now .These data are then 
Reduced by Map reduce Framework and converted into a single object .This Reduced Object Contains all the necessary information 
for providing comparison and Recommendations. The users can register and can login to view various products available in market. 
The Users are provided with neat and clean indexes and Recommendations. The Recommendations were given based on the QOS,  
Availability, Delivery, Offers, Price and Specifications of the particular product. So that the user can pick a best provider for a 
particular product. The picked products were added in Cart and can be purchased later. . The Cart can be reviewed at any time and 
can be purchased later whenever the Shopper Wants the Product. 

 
Fig I.1 Shows the architecture diagram of our application. 
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II. VARIOUS WEB APPLICATIONS BUILDING AND BROADCASTING 
In this module, Datasets were prepared from various web applications so that the users can compare their products with different 
service providers. The applications uses sample datasets that has been crawled in Amazon previously. Different datasets were 
prepared using 
(Preprocessing(loads the data from different web servers and makes it ready for processing),clustering (Groups the data based on the 
category),classification(splits up the relevant resources- 
Information, Features) and Distribution (distribute the data to various web servers-Broadcasting) ) based on the users request. 
 

III. OUR GATEWAY APPLICATION AND BATCH PROCESSING OVER THE TSV DATA 
Now our gateway application is built which gives users with Recommendations and Comparisons between the Products in the 
Market. Generally the Resources provided by Various Web Servers are in TSV (Tab Separated Values) Format. In this module, the 
users login to our own application and select a product type which can be converted of text to object for information and conversion 
of text to object for features. 

IV. WEB CRAWLING FOR RESOURCES AND MAP REDUCE 
In this module, the users can register and can the view the various products available in the market using Map Reduce algorithm 
which pull down all the similar data to our application as a product list so that the user can pick the product whichever they desire. 
 

V. CONCLUSION 
Thus the Broadcasted data’s are received using different web services. Map Reduce collects  data from different web servers and 
gives service level comparisons and recommendations for the selected products. Recommendations for purchasing a product is 
given using CBR (case based recommendations) and the transaction process can be done. Hence, our applications stands unique and 
does not rely on the single service provider. We propose a scalable, efficient and precise system from various providers through 
broadcasting technique. 
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