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Abstract— The Face Recognition is an integral part of biometrics. In biometrics, basic traits of human are used to extract 
information and use that information and data for other application. The SIFT [1] algorithm takes a cropped face image and 
transforms it into a collection of local feature vectors. Each of these feature vectors is supposed to be distinctive and invariant to 
any scaling, rotation or translation of the image. In the original implementation, these features can be used to find distinctive 
objects in different images and the transform can be extended to match faces in images. This report describes our own 
implementation of the SIFT [1] algorithm and highlights potential direction for future research. 
Keywords— SIFT- Scale Invariant Feature Transform  
                       DoG – Difference of Gaussian. 
                       RTC – Real Time Clock 

I. INTRODUCTION 
Face recognition is becoming an increasingly important for many applications including human-machine interfaces, multimedia, 
security, communication, visually mediated interaction and anthropomorphic environments. One of the most difficult problems is 
that the process of identifying a person from facial appearance has to be performed differently for each image, because there are so 
many conflicting factors altering facial appearance. 
Our implementation focuses on deriving SIFT features from a cropped face image and trying using these features to perform face 
identification. The approach of SIFT feature detection taken in our implementation is similar with the one taken by Lowe’s [1] 
paper, which is used for object recognition. According to their work, the invariant features extracted from images can be used to 
perform reliable matching between different views of an object or scene. The features have been shown to be invariant to image 
rotation and scale and robust across a substantial range of affine distortion, addition of noise, and change in illumination. The 
approach is efficient on feature extraction and has the ability to identify large numbers of features. 
Face identification is supposed to discriminate between different faces. In Lowe’s [1] paper, the nearest-neighbour template 
matching is presented. The nearest neighbour is defined as the key point with minimum Euclidean distance for the invariant 
descriptor vector. However, different specific strategies are taken for different problems. If there are multiple training images of the 
same face, 
Then we define the second-closest neighbour as being the closest neighbour that is known to come from a different face than the 
first. 
Because of the variability in facial appearance statistical methods are often used to do help with the localisation of facial features. 
Helmer [2] has taken an approach which is time efficient and can be used with complicated models. They use SIFT features grouped 
using a probabilistic model initialized with a few parts of an object. They learn the parts incrementally and try adding possible parts 
to the model during the process of training. Then they use the Expectation Maximization (EM) algorithm to update the model. 
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Figure 1: Bottom: On the left is the Gaussian pyramid, with neighbouring images separated by a constant scale factor. These are 
subtracted to give the DoG pyramid on the right. Top: The Gaussian with σ twice that of the original is subsampled and used to 
construct the next octave. 
Our method is implemented as the following stages: Creating the Difference of Gaussian Pyramid, Extrema Detection, Noise 
Elimination, Orientation Assignment, Descriptor Computation, Key points Matching. Creating the different Gaussian pyramid from 
the image to extract the face vector and SIFT vector. Extreme detection consists of detection of max points which are suitable and 
robust for comparing. Noise elimination for eliminating the noise and unwanted part and information of image Orientation 
assignment for the assign the value to each key point of the face vector using the local features of the image. Descriptor computation 
describes the distinct feature of each image and store it in a vector know as SIFT vector. Key point matching is done on the basis of 
maximum probability matching or the Expectation-Maximization (EM) algorithm. 
  

II. BLOCK DIAGRAM 

 
Figure 2: This is the block diagram of our implementation. 
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According to Block diagram above; 
The first block consists of the camera, which will capture the face of the person whose attendance is to be marked. The resolution of 
the camera may vary up to 5 megapixels. 
The captured image is then pre-processed in this stage and send for comparing or masking at the next level. 
The next block is that of masking the captured, processed image with the image in the database and thus recognising the captured 
image. Thus the first part of the project completes here. 
In the next level the result of the comparison is given to the ATMEGA8 microcontroller, where if the face matching is done 
successfully, then attendance is marked and if the face matching fails, attendance is not marked. 
If the person is absent, then a proper sms is send to the concerned people through the GSM modem attached. 
 
Thus, the attendance of any particular person is marked 
Further the flow wise implementation of SIFT is described in the mathematical and analytical manner. 

A. Creating The Difference of Gaussian Pyramid 
The first stage is to construct a Gaussian "scale space" function from the input image [1]. This is formed by convolution (filtering) 
of the original image with Gaussian functions of varying widths. The difference of Gaussian (DoG), D (x, y, σ), is calculated as the 
difference between two filtered images, one with k multiplied by scale of the other. 

) y, L(x,-)k  y, L(x, = ) y, D(x,                 (1) 
These images, L (x, y, σ), are produced from the convolution of Gaussian functions, G(x, y, kσ), with an input image, I(x, y). 
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This is the approach we use in the implementation. First, the initial image, I, is convolved with a Gaussian function, G0, of width σ0. 
Then we use this blurred image, L0, as the first image in the Gaussian pyramid and incrementally convolve it with a Gaussian, Gi, of 
width σi to create the ith image in the image pyramid, which is equivalent to the original image filtered with a Gaussian, Gk , of width 
kσ0 . The effect of convolving with two Gaussian functions of different widths is most easily found by converting to the Fourier 
domain, in which convolution becomes multiplication i.e. 

  f~G~ G~  f(x)*G*G
2121                           (4) 

The Fourier transform of a Gaussian function, (eax)2  is given by. 
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Substituting this into equation (4) and equating it to a convolution with a single Gaussian of width 

Kσ0 we get: 
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Performing the multiplication of the two exponentials on the left of this equation and comparing the coefficients of -t2 gives: 
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Also we get 

          1-k = 2
0 i                                               (8) 

This subtle point is not made clear in the original paper, and it is important because after subsampling of the low-passed filtered 
images to form the lower levels of the pyramid we no longer have access to the original image at the appropriate resolution, and so 
we cannot filter with Gk directly. Each octave of scale space in divided into an integer number, s, of intervals and we let k=21 /s. We 
produce s+3 images for each octave in order to form s+2 difference of Gaussian (DoG) images and have plus and minus one scale 
interval for each DoG for the extrema detection step. In this experiment, we set s to 3, following on from experimental results in [1] 
that suggests that this number produces the most stable key-points. Once a complete octave has been processed, we subsample the 
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Gaussian image that has twice the initial value of σ by taking every second pixel in each row and column. This greatly improves the 
efficiency of the algorithm at lower scales. The process is shown in Figure 1. 

B. Extrema Detection 
This stage is to find the extrema points in the DOG pyramid. To detect the local maxima and minima of D (x, y, σ), each point is 
compared with the pixels of all its 26 neighbours (Figure 2). If this value is the minimum or maximum this point is extrema. We 
then improve the localisation of the key point to subpixel accuracy, by using a second order Taylor series expansion. This gives the 
true extrema location as: 
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Where D and its derivatives are evaluated at the sample point and x= (x, y, σ )T is the offset from the sample point. 
 

 

Figure 3: An extrema is defined as any value in the DoG greater than all its neighbours in scale-space. 
 
C. Key Points Elimination 
This stage attempts to eliminate some points from the candidate list of key points by finding those that have low contrast or are 
poorly localised on an edge. [1]. the value of the key point in the DoG pyramid at the extrema is given by: 

z
x

D

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2
1+D=D(z)                                                 (10) 

If the function value at z is below a threshold value this point is excluded. 
To eliminate poorly localised extrema we use the fact that in these cases there is a large principle curvature across the edge but a 
small curvature in the perpendicular direction in the difference of 
Gaussian function. A 2x2 Hessian matrix, H, computed at the location and scale of the key point is used to find the curvature. With 
these formulas, the ratio of principal curvature can be checked efficiently. 
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So if inequality (12) fails, the key point is removed from the candidate list. 
 
D. Orientation Assignment 
This step aims to assign a consistent orientation to the key points based on local image properties. An orientation histogram is 
formed from the gradient orientations of sample points within a region around the key point as illustrated in Figure 3. A 16x16 
square is chosen in this implementation. The orientation histogram has 36 bins covering the 360 degree range of orientations [1]. 
The gradient magnitude, m (x, y), and orientation, θ (x, y), is precomputed using pixel differences: 
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     1))-yL(x,-1)+y(L(x,+y))1,-L(x-y)1,+(L(x=y)m(x, 22                  (13) 

y)))1,-L(x-y)1,+1))/(L(x-yL(x,-1)+y tan((L(x,arc=y)(x,                             (14) 
Each sample is weighted by its gradient magnitude and by a Gaussian-weighted circular window with an σ that is 1.5 times that of 
the scale of the key point. 

 

Figure 4: The point in the middle of the left figure is the key point candidate. The orientations of the points in the square area around 
this point are precomputed using pixel differences 
Peaks in the orientation histogram correspond to dominant directions of local gradients. We locate the highest peak in the histogram 
and use this peak and any other local peak within 80% of the height of this peak to create a key point with that orientation. Some 
points will be assigned multiple orientations if there are multiple peaks of similar magnitude. A Gaussian distribution is fit to the 3 
histogram values closest to each peak to interpolate the peaks position for better accuracy. This computes the location, orientation 
and scale of SIFT features that have been found in the image. These features respond strongly to the corners and intensity gradients. 
The SIFT features appear mostly in the eyes, nostrils, the top of the nose and the corners of the lips for face images. 

 
 
 Figure 5: Key point vectors are drawn on the two men's face images. Most of the features appear on the eyes, nostrils, the top of 
nose, the corners of the mouth and the earlobes. 

E. Descriptor Computation 
In this stage, a descriptor is computed for the local image region that is as distinctive as possible at each candidate key point. The 
image gradient magnitudes and orientations are sampled around the key point location. These values are illustrated with small 
arrows at each sample location on the first image of Figures. A Gaussian weighting function with σ related to the scale of the key 
point is used to assign a weight to the magnitude. We use an σ equal to one half the width of the descriptor window in this 
implementation. In order to achieve orientation invariance, the coordinates of the descriptor and the gradient orientations are rotated 
relative to the key point orientation. This process is indicated in Figure 5. In our implementation, a 16x16 sample array is computed 
and a histogram with 8 bins is used. So a descriptor contains 16x16x8 elements in total. 
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Figure 6: Left: the gradient magnitude and orientation at a sample point in a square region around the key point location. These are 
weighted by a Gaussian window, indicated by the overlaid circle. Right: The image gradients are added to an orientation histogram. 
Each histogram include 8 directions indicated by the arrows and is computed from 4x4 sub regions. The length of each arrow 
corresponds to the sum of the gradient magnitudes near that direction within the region 

F. Transformation 
In this stage, some matching tests are running to test the repeatability and stability of the SIFT features. An image and a transformed 
version of the image are used as indicated in Figure 6. The features of the two images are computed separately. Then each key point 
in the original image (model image) is compared to every key points in the transformed image using the descriptors computed in the 
previous stage. For each comparison, one feature is picked in each image f1 is the descriptor array for one key point in the original 
image and f2 is the descriptor array for a key point in the transformed image. The most likely value for each pair of the key points is 
computed by: 
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 If the number of features in the two images is n1 and n2, then there are n1*n2 possible pairs altogether. All these data are sorted in 
ascending order of matching error. Then the first two qualified pairs of the key points are chosen to set the transformation. 
To apply the transform, the following functions are introduced into the implementation. The transform gives the mapping of a model 
image point (x, y) to a transformed image point (u, v) in terms of an image scaling, s, an image rotation, θ, and an image translation,  
[ tx , t y ]: [5] 
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Figure 7: The first image is the original image with its own features. The second image is the transformation of the original with the 
features after operation.  
 

III. RESULTS 
Results from our implementation are shown in Figures 3, 4 and 6. We can currently calculate the SIFT features for an image and 
have experimented with some simple matching schemes between images. Noise adjustment is a very essential part for our approach 
which could result in inefficient or false matching. However, we have used parameters which should help the keep the feature 
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matching robust to noise in this implementation. 
 

IV. CONCLUSION AND FUTURE WORK 
The SIFT features described in our implementation are computed at the edges and they are invariant to image scaling, rotation, 
addition of noise. They are useful due to their distinctiveness, which enables the correct match for key points between faces. These 
are achieved by using our Gradient-Based Edge Detector and the local descriptors presented around the key points. Edges are poorly 
defined and usually hard to detect, but there are still large numbers of key points can be extracted from typical images. So we can 
still perform the feature matching even the faces are small. Sometimes the images are too smooth to find that many features for a 
matching, and in that case a small face could be unrecognized from the training images. The performance could be improved by 
adding new SIFT features or varying feature sizes and offsets. In the next step, we will try to perform some face identification, and 
we choose the nearest neighbour or second-closest neighbour algorithm which is a good method to do the key points matching. 
There is another useful method to recognize faces by learning a statistical model [2]. In this method, a probalistic model is used to 
recognize the faces. An Expectation-Maximization (EM) algorithm is used to learn the parameters in a Maximum Likelihood 
framework. Hopefully, we can limit the model to a small amount of parts which is efficient for matching faces. 
With the useful information represented as the feature-based model, we can find many directions as the applications. We may try to 
track persons through a camera by tracking SIFT features. We may render 3D pictures using the SIFT features extracted from still 
images. To achieve that, we could try to fit the SIFT features of a specific face to a 3D face model we've created. That's one of the 
attractive aspect of the invariant local feature method we're using. 
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