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Abstract: The concept of Intrusion Detection System is used in the work. The data set is used for training and testing. Various 
numeric features of dataset are selected for better accuracy.SVM that is Support Vector Machine is trained for classifying 
normal and intruded sessions in the dataset. The work is tested in various parameters like Accuracy, Recall, precision and F 
measure. Once the Intruded sessions are found, EBPNN that is Error Back Propagation Neural network is Trained and Tested 
for the type of intrusion they are DOS, R2l, U2R and   Probe. The Accuracy is tested in second module also on the Basis of 
Recall, Precision, and F measure    
Keywords Intrusion Detection System, EBPNN, SVM, Network Security, Supervised Learning, Neural Network      

I. INTRODUCTION 
An intrusion detection system (IDS) is a device or software application that monitors network or system activities for malicious 
activities or policy violations and produces electronic reports to a management station. 
Types of Intrusion Detection Systems (IDS) 
Intrusion detection systems (IDS) can be classified into different ways. 
The major classifications are 
Active and passive IDS,  
Network Intrusion detection systems (NIDS) and host Intrusion detection systems (HIDS)  
 
A. Types of attack 
Data packets are sent from the attacker nodes to the victim node or nodes. Attacks are generated randomly using a random function. 
The type of attack generated is classified to be a Probe, R2L, U2R or DOS attack. 
 
1) Denial-of-service (DOS) attack is an attempt to make a machine or network resource unavailable to its intended users, such as 

to temporarily or indefinitely interrupt or suspend services of a host connected to the Internet. Probe-Relative to computer 
security in a network, a probe is an attempt to gain access to a computer and its files through a known or probable weak point 
in the computer system. 

2) U2R Attack:  User to Root exploits are a class of exploit in which the attacker starts out with access to a normal user account 
on the system (perhaps gained by sniffing passwords, a dictionary attack, or social engineering) and is able to exploit some 
vulnerability to gain root access to the system 

3) R2L Attack: A Remote to User attack occurs when an attacker who has the ability to send packets to a machine over a network 
but who does not have an account on that machine exploits some vulnerability to gain local access as a user of that machine.   

 
B. Support Vector Machine (SVM) 
SVM works by mapping data to a high-dimensional feature space so that data points can be categorized, even when the data are not 
otherwise linearly separable. A separator between the categories is found, and then the data are transformed in such a way that the 
separator could be drawn as a hyper plane. Following this, characteristics of new data can be used to predict the group to which a 
new record should belong. 
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Error back propagation neural network  
Back propagation, 
An abbreviation for "backward propagation of errors", is a common method of training artificial neural networks used in 
conjunction with an optimization method such as gradient descent..The method calculates the gradient of a loss function with 
respect to all the weights in the network.  
The gradient is fed to the optimization method which in turn uses it to update the weights, in an attempt to minimize the loss 
function. 
Back propagation requires a known, desired output for each input value in order to calculate the loss function gradient. 

II. RELATED WORK 
A. Machine learning techniques for intrusion detection system 
Intrusion detection is considered as one of the foremost research areas in network security, the challenge is recognize unusual 
access that could lead to compromising the interconnected nodes. Anomaly-based intrusion detection system, that utilizes machine 
learning techniques such as single classifier and hybrid classifier have the capability to recognize unpredicted malevolent. In this 
paper, we examine different machine learning techniques that have been proposed for detecting intrusion by focusing on the hybrid 
classifier algorithms. The objective is to determine their strengths and weaknesses. From the comparison, we hope to identify the 
gap for developing an efficient intrusion detection system that is yet to be researched. 

 
B. Artificial Neural Network based System for Intrusion Detection using Clustering on Different Feature Selection  
Intrusion Detection System (IDS) is an example of exploitation Detection System that works for detecting malicious attacks. This 
can be described as software for security management. Many researchers have proposed the Intrusion Detection System with 
various techniques to achieve the best accuracy. In this paper it is projected that intrusion detection system with the combination of 
k-means clustering and artificial neural network to improve the system. To obtain a better answer benchmark dataset was divided 
into training and testing part and then cluster the dataset into five different divisions 

After appliance these functions we have proposed a comparative analysis between them and choose the best accuracy rate 
among them. Here, it has been verified that, using the clustering technique a better accuracy rate can be found that improve the 
system with the perfect neural network functions which is the probabilistic neural network. It is also important to select efficient 
feature sets for better accuracy. 

III. PROPOSED METHODOLOGY 
In order to research cyber-attack techniques, data needs to be collected. It is important to collect data reliably in order to provide the 
best data analysis.  

A. Proposed Work   
Whole work is divide into two modules. First is separation input data into two class of safe and unsafe session from the dataset by 
using SVM (Support Vector Machine). 
Then in second module identification of type of intrusion was done in unsafe network this identification process is done by Error 
Back Propagation Neural Network.  
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FLOW CHART- proposed work first module 

Data Set  
In this work intrusion detection was done on the very famous dataset known as KDD99  
This dataset is used by different researcher for various purposes 
In KDD99 dataset total 494,021 number of session present in which about 97,277 number of session are normal of condition where 
rest of sessions 391,458 are attack one. 

  
In this percentage of various attacks are 79.24% DOS, 0.23% R2L, 0.01% U2R, 0.83% Probe.  
Whole dataset consist of total 43 attribute which describe various features of the network packet transferring from sender to 
receiver.  
Pre-Processing: Here information likes type of protocol, socket type, etc. are removed. As presence of these information increases 
confusion for the SVM training.  
This can be understand as let raw data session is  
{0,tcp,htp_data,,421,1,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0,0,0,2,0.00,0.00,0.10,0.00,1.00,0.00,0.00,120,25,0.12,0.03,0.15,0.00,0.00,0.12,0.0
5,0.00,normal,20} 
After applying pre-processing session Dataset will be  
{1,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0,0,0,2,0.00,0.00,0.10,0.00,1.00,0.00,0.00,120,25,0.12,0.03,0.15,0.00,0.00,0.12,0.05,0.00,normal }  
Feature Selection: In this step of first module features present in the session are identified and store in a matrix.  
Separate matrix is prepared for safe and unsafe mode. This can be understood as the feature matrix of safe and unsafe have two 
features from each session:  
F11:{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,2,2,0.00,0.00,0.00,0.00,1.00,0.00,0.00,150,25,0.17,0.03,0.17,0.00,0.00,0.00,0.05,0.00}  
F12: {normal}  
So each feature matrix has two columns, where first present numeric values and other present its type.  

 
GRAPH-Training data samples for two different classes are denoted by + and - signs 
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Session Separation:  
In this step of first module trained SVM is used for the separation of session in two category first is safe mode and other is unsafe 
mode. So session from the testing dataset is pass one by one in the trained SVM.  
Output of the SVM is two class + or -. So first evaluation is required for the correct identification of session of their respected 
category.  
Proposed Algorithm  
Input: KDD  
Output: SVM (Trained Support Vector Machine)  
DSPre-Process(KDD) // DS (Filter Dataset  
F[n, c]Feature(DS) // F (feature), n (Total Session), c (safe and unsafe state of session)  
Loop 1: n SVMTrain_SVM(F[n, c])  

End Loop  

 
Pre-Processing: Here removal of useless information   in dataset is done in this step. This is same as filtering of pre-processing done 
in first module.  
Feature Collection: Here as dataset contain only attack sessions, but each contain variety of attacks so separation of each type of 
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attack session in there group is done in this step. 
Training of Neural Network:  
In this step features gained after pre-processing is put in Error Back Propagation neural network. As each input vector is already 
present in segmented form, where position of the values presents various network feature. Let us assume an input vector V = [f1, f2, 
f3……..fn] now for each input vector its corresponding class is identified by a unique number set of output vector consist of those 
unique number values. So output vector is like [1, 2, 3, ……. .5] and its segment is Xi. So this vector act as the input to the neural 
network while Xi act as the desired output  
Proposed Algorithm  
Input: KDD, I (Number of Iteration)  
 
Output:EBPNN(Error Back Propagation Neural Network)  
DSPre-Process(KDD) // DS (Filter Dataset  
2 F[n, c]Feature(DS) // F (feature), n (Total Session) c(class of intrusion)  
3 Loop 1:I  
4 Loop 1:n  
5 EBPNNTrain_EBPNN(F[n c])  
6 End Loop  
7 End Loop  

IV. EXPERIMENTS AND RESULTS 
A. MATLAB Toolbox  
In order to implement above algorithm for intrusion detection system MATLAB is used, where dataset is used of different size. 
 Neural Network Toolbox includes command-line functions and apps for creating, training, and simulating neural networks.  
This makes it easy to develop neural networks for tasks such as data-fitting, pattern recognition, and clustering. After creating 
networks in these tools, it can automatically generate MATLAB code to capture work and automate tasks.  
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V. CONCLUSIONS AND FUTURE SCOPE 
A. Conclusion 
In this work solving the computer networking problem to give the specific way to prevent the security problems intrusion detection 
system (IPS) has a main techniques to secure the computer networks problems. Many way to check my types of attracters problems 
on the network concepts such as DOS (Denial of service), (R2L) Remote to local, (U2R) User to remote, Probe etc. In this work a 
combination of SVM and Feed Forward neural network is done for the detection of intrusion in network. Results obtain are highly 
appreciable as trained networks identify all type of intrusions more than 99.9% of accuracy. Here probe, Dos, U2R type of attacks 
are 100% detected, while R2L attack is 99.8% detected 
 
B. Future Scope 
As In future it need to be improved by putting data on the unsupervised network, so it automatically update the new behavior of the 
intruder. In future as this work utilizes only KDD’99 dataset, while there are other dataset as well for learning the feature and detect 
different intrusion. In the future, attempt can be made to add implementation of some more algorithms and techniques. A numeric 
comparison also needs to be done between the existing method and proposed method to illustrate the advantages of proposed 
system over existing system. 
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