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Abstract— Energy, device endurance and Performance for storage systems are the trade-offs among them. Designs optimized for 
workload or one dimension often suffer from another. Therefore, it is necessary to study the trade-offs to enable adaptation to 
workloads and dimensions. Hybrid drives have been studied more closely, due to flash SSD has emerged. However, hybrids are 
mainly structured for large throughput, efficient energy consumption, or doing the better endurance-leaving quantitative study 
on the trade-offs undescribed. To help study the trade-offs, past endurance studies also less a concrete model. Previous designs 
are often based on nonflexible policies that cannot take easily to changing conditions. We structured and developed GreenDM, 
an all type of hybrid drives that forms Flash-based SSDs with traditional HDDs. For hot data, cache or as primary storage can 
be used by SSD. We keep our model endurance combine with GreenDM to go through these trade-offs. GreenDM not requires 
modifications and presents a block interface to existing software. GreenDM endeavors tunable parameters to not able the system 
to accommodate too many workloads. Using commodity SSD and HDD drives, we have developed, structured and carefully 
evaluated GreenDM with some workloads. 
Keywords—Disks, Solid State Disk, Hard Disk Drive, Cost Trade-off, Performance Trade-off, Flash Disks. 

I. INTRODUCTION 
In storage technology, the HDD has been the traditional mainstay. However, yearly 2% performance increases due to random I/O, 
the capacity of HDDs has increased 40% yearly. Which are some part of today's high capacity and performance required in the 
cloud, enterprise, web and virtualized applications, HDDs cannot bring a storage solution which is cost effective, even at drop-in 
information at per GB cost. Recently, to gain prominence has started the solid state drive (SSD) which is alternative storage device 
technology. SSDs have much less capacity per drive, but it offers exceptionally high performance. SSD have a write survival limit 
compared to HDDs and are relatively expensive. For the given substances of SDDs and HDDs, Nowadays IT sections have an 
option, but the challenge of finding the effective way to fulfill the cost capacity and performance needs of their project applications. 
To study these challenges and verify the merging SSDs and HDDs in their storage fabric, firstly IT section should measure the cost 
value, capacity, and performance of SSDs vs. HDDs for other applications. The motive to support IT sector with the information 
they needed to most efficiently take benefit of the different cost and capacity, performance, characteristics supported by SSDs and 
HDDs.  

II. LITERATURE REVIEW 
A. Solidstate storage Vs. Harddrives: In-Memory 
Bigger storage boost can be acquired by employing flash with in-memory applications. The basic applications like covering, 
databases and big data analytics in which memory or storage are obstacles. Flash should be started to forward enterprise applications 
and should be situated as near to the system memory and processor as possible where, eventually, all application data must consist 
for the application to act upon. The line within caching and storage is being bound by the flash. To reduce latency and increase 
application performance by orders of magnitude, it is mostly being placed outside of the storage array. 

B. Solid State Storage Vs. Hard Drives: Hybrid Best? 
Spinning disk being slower than solid state storage, it is unpredictable because it finds its ways, in such a way pricing rate fall too 
much. It may be used for applications and virtualization where throughput and latency are more. SSD are better for high I/O 
applications, and very low latencies are demanded in workloads in case of online transaction processing (OLTP) and high 
transaction database applications like large-volume financial trading systems where all transactions are critical, and latency 
tolerance is being counted in microseconds. SSDs work best in a hybrid configuration with HDDs. 

C. Measuring  HDD  And  SSD  Workload  Performance 
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1) Latency: A access time means latency.  Read Access Time of HDD's is 15.785 ms sounds, but the Access Time of SSD's is 
0.031 ms which is 509 times faster than HDD's. On the HDD, read access time is slower than the write, to find all the address of 
some space is required. HDDs is slower than the SSDs access time of write by 102 times. 

2) Throughput: Speed of SSD is 514.28 MB/s vs. HDD is 149.86 MB/s which is 3.4 times slower. SSD'S 4K read speed is 
surprisingly large that is 36.79MB/s, compared to the HDD’s is 0.69MB/s, and again speed is 53 times slower than HDD. Write 
speed of HDDs is 4k, which is 1.22 MB/s is much better than read speed but decreased by 128.65 MB/s in SDD and 105 times 
faster. 

3) Capacity: When HDD comes to sheer capacity and how much data can be stored that time HDDs work as workhorses. When 
SSDs are only affordable at lower capacities, SSHD technology also proposal large size points at affordable price points. SSDs 
capacity are extremely high expensive. 

4) Bandwidth: To supporting computing, SSDs provide high performance for restarting and peak read/write performance that 
needs to be enhanced multitasking capabilities. On the other hand, SSD performance for booting, loading data, and launching 
can provide by SSHD. Plentiful performance for the majority of PC platforms provided by HDDs. 

D. HDD Versus SSD Comparison Chart 

 HDD 
 

SDD 

 
Speed 

Compared to SSD, HDD has longer 
read/write times, supports fewer 

IOPs and higher latency. 

Compared to HDD, SSD has faster 
read/writes, supports more IOPs and 

lower latency. 
 

Heat, Electricity, Noise 
To generating heat, rotate the 

platters and noise, hard disk drives 
use more electricity. 

In solid state drives, no such rotation 
is needed; they do not generate heat 

or noise and use less power. 
 

Defragmentation 
Due to fragmentation, the 

performance of HDD drives 
worsens; so that, they require to be 

defragmented periodically. 

SSD is not require defragmentation 
because drive performance of SSD 

does not get affected by 
fragmentation 

 
 

Components 

HDD include moving parts – thin 
layer of magnetic material is covered 

by one or many platters holds by a 
motor-driven spindle. On disks, top 

write head and read head are 
positioned 

A memory chip is nonmoving parts 
of SSD.  With an interface, 

connector SSD is integrated circuits 
(ICs), which is interconnected. 

Controller, cache, and capacitor are 
the three main components. 

 
Weight 

HDD’s drives are heavier than 
SSD’s. 

SSD drives have motor, spindle and 
rotating disks, hence they are lighter 

than HDD drives. 
 

Dealing with vibration 
Due to vibration, HDDs moving part 
make them more habitual to crashes 

and damages. 

SSD drives have 2000Hz vibration 
which is more durable than HDD. 

III. CONCLUSIONS 
Solid state hybrid drives take a nearer look. They in all probability allow the good combination of performance traits to meet your 
needs. Even the HDD and SSD are nearer. HDD vs. SSD – Which is good for your budget and requirements?  For instance, go for 
SDD if you are a heavy user then Otherwise HDD is good. If we count higher the checkmarks, the HDD gets 3, and SSD gets 9. It 
means that an SSD is three times better than an HDD. It all depends on specific requirement. The comparison in between SSD and 
HDD is just to put out the pros and cons. But in my study view, SSDs is better than HDD. 
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