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Abstract: Cloud Computing can process intensive applications and various scientific functions across heterogeneous 
environments. In performance of cloud computing correct load balancing is always desirable and challenging, these methods 
minimize the total access time and also increase the availability. Through load balancing, nodes will be controlled and prevented 
from overloading and as a result system throughput will be enhanced. In this research paper we are presenting an “Anticipatory 
Data Replication Strategy with Dynamic Distributed Model for Cloud Computing (ADRS-DDMC)”. This paper introduces a 
novel dynamic data replication method that is functioning based on anticipations to create the pre-replicas for future needs of 
the sites. Proposed ADRS-DDMC method optimizes load balancing by increasing the data availability among the existing sites. 
The results are compared with LRU (Least recently used) and LFU (Least frequently used).Proposed and existing method are 
implemented over cloud sim simulator, experimental results clearly shows that proposed method have better performance as 
compared to existing methods. 
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I. INTRODUCTION 
Cloud computing is  an  entirely  internet-based  approach  where all  the  applications  and  files  are  hosted  on  a  cloud  which  
consists  of thousands  of  computers  interlinked  together  in  a  complex  manner[1,5]. Cloud computing incorporates concepts of 
parallel and  distributed computing to provide shared resources such as various  hardware, software  and information to  computers  
or  other  devices  on  demand[8].  These are emerging distributed systems which follows a “pay as you use” model. The customer 
need not buy the software or computation platforms.  With internet facility, the customer can use the computation power or software 
resources by paying money only for the duration user has used the resource. This new logic forces the conventional software 
licensing policies to change, upgrades and avoids spending of money for the facilities the customer does not use in a software 
package [2,3]. 

II. RELATED WORKS 
Load balancing is removing tasks from over loaded VMs and assigning them to under loaded VMs. Load balancing in cloud 
computing can affect the overall performance of a system executing an application[1,7]. A new idea of Dynamic Load Balancing 
Strategy for Grid Computing technique is presented addressing the problem of load balancing in Grid computing. As in this paper 
also proposes a load balancing model based on a tree representation of a Grid computing [5, 6].  This load balancing strategy has 
two main objectives- 
A. Reduction  of  the  mean  response time  of  tasks  submitted  to  a  Grid;  and,  
B. Reduction of the communication costs during task transferring. 

 
III. PROBLEM FORMULATION 

Replication techniques have a dramatic impact on the performance of the systems. However, it could be costly for a computing 
system, if proper replication methodology is not selected. Therefore it is challenging to understand when replication is necessary, 
which files should be selected for replication, where the replicas should be stored and how the replicas should be synched with the 
original files. Least Recently Used method (LRU) and Least Frequently used (LFU) method are popular heuristic examples of data 
replication methods that have been applied in various Cloud computing systems [6,8].   
Pre-replicating the required data, the algorithm should effectively minimize the job execution time and enhance the effective 
network usage so as a result load balancing would be improved. Given the circumstances, in this research a novel algorithm has 
been designed that can predict the future needs of the existing sites. Based on data access catalogue, the algorithm is able to 
anticipate the data with high access probability that could be needed in future [9,11]. 
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IV. PROPOSED METHOD 

Proposed ADRS-DDMC method uses dynamic data replication for increasing the reliability and availability of cloud data.  

 
Figure 4 Architecture of ADRS-DDMC 

Pre-replication can increase the data availability and robustness of the Cloud systems and hence requested jobs can be completed 
with minimum execution time and high network usage output. 
 
A. Performance parameters for proposed ADRS-DDMC Method 
In Proposed ADRS-DDMC method the reliable VM’s are identified based on-  
1) Time consumption (milliseconds) 
2) Memory availability 
3) Previous history 

 
Figure 4.1 Parameters in ADRS-DDMC 

 
B. Algorithm for ADRS-DDMC Algorithm for data replication 
Following steps are used in proposed method- 
Step 1- GRMS Store the access patterns as - 
(“Requested file name, total number of accessing file and total requested”) 
Step 2- User request for a file or data 
Step 3-Search the history catalogue 
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3.1 If the requested file exist in local server  
3.2 retrieve the file and exit algorithm 
 Else 
3.3 A request will be sent to GRMS. 
Step 4- (Call A* algorithm () for search) 
4.1 A* search will be initiated in catalogue history to find the physical location of the file between all the available files,  
4.2 Calculate the communication cost and select the file with minimum value 
Communication cost = Size of the replica / Bandwidth between servers 
Step 5- For the selected replica 
5.1 Check if it is beneficial to pre-replicate its adjacent files  
5.2 Check if the file has hierarchy then 
5.3 If there exist only one child then 
5.4 replicate and exist, Else 
5.5 For 3 tiers after the replica  
5.5.1 Select the child with maximum access number 
5.5 retrieve selected replica & it’s adjacent 

 
V. SIMULATION & RESULT ANALYSIS 

To evaluate the performance of our proposed algorithm Java programming has been used to extend the Cloudsim simulation tool. 

 
Figure 5-Simulation for LRU, MFU and Proposed method 

A. Mean Job Execution Time 
Mean job execution time is one of the important evaluation factors. Total execution of all jobs in milliseconds divided by a number 
of the jobs would highlight the mean job execution. 
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Table 5.1 Mean Job Execution Time 

 
Figure 5.1 Mean Job Execution Time 

B. Effective Network Usage 
The metric indicates the ratio of the files that were transferred to the requested site. Lower network usage by a method shows better 
performances.  
ENU = (N file remote access + N file replication) / (N remote file access + N local file access) 

 
Table 5.2 Effective Network Usage 

 
Figure 5.2 Effective Network Usages 

 
C. Total Number of the Replicas-Greater values of the replication numbers indicates that the files were not stored locally and 

replication procedures were needed to make the files available.  
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Table 5.3 Total Number of the Replicas 

 
Figure 5.3 Total Numbers of the Replicas 

D. Result Analysis 
The above results clearly shows that the proposed dynamic replication algorithm performs outstanding over existing methods.   

VI. CONCLUSION & FUTURE WORKS 
In this work our proposed algorithm uses the pre-replicating technique for replicating the adjacent files of the requested jobs from 
different sites. The algorithm consists of three main phases which anticipate the future needs of the sites and pre-replicates the files 
that no requests have been submitted for them yet. By pre-replication, sites will have files locally stored, so at the time of need, sites 
can access the files locally with minimum response time. Simulation results clearly shows that proposed method performs 
outstanding in terms of access latency, number of replicas and network usage. 
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