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Abstract: The classification of algorithm for dataset Recommendation should be appropriate as it is very important and 
beneficial task but it goes through some difficulties. As per No-Free-Lunch theorem, for different classification problem there is 
no best classifier to decide which learning algorithm suits best for which type data and domain is difficult. A type of 
recommending classification algorithm is affirmed, this paper is based on meta-features promising classifier one recommended 
by Meta learning. As per the characteristics of data the problem algorithm is selected by adaptive learning. In knowledge 
discovery process the selection of algorithm will be advantageous by adaptive learning. In these theory measures of 
recommendation parameter and knowledge base architecture of adaptive learning is discussed. Different classification 
algorithms are applied on the different dataset and problems. And also algorithms are recommended for the classifications.  
Keywords: Supervised Learning, Dynamic Algorithm Selection, Classification, Data Characteristic, Ensemble Learning, No-
Free-Lunch (NFL), Knowledge Base, K-Nearest Neighbour (KNN). 

I. INTRODUCTION 
The basic idea is to recommend the most and best suitable algorithm which is based on accuracy and measure. The best algorithm 
selection for the particular problem or large dataset is very big problem in different data analysis and real time application.  The 
Adaptive learning is mainly adapted to solve these types of problems. This included the recommending the best classifier or suitable 
algorithm for the given problem and large dataset. Data mining is the process of extract pattern from large dataset. Data mining also 
included the clustering, classification, web mining, text mining. Different problems of algorithm selection are solved by using these 
techniques. The main approach of this is to recommend the more appropriate algorithm based on the data characteristics,   and 
choosing the suitable classifier for given problem to achieve the good results. The meta learning is used to learn about learning 
algorithm themselves to predict how learning classifier will perform on a given dataset,   this is based on extracting meta features.  
These Meta features are used to describing the dataset itself. 
 

II. PROPOSED SYSTEM ARCHITECTURE 
The Adaptive learning classification is based on these components. 
New dataset 
Historical data  
K-NN DCT Knowledge base 

 
Fig1.Adaptive learning architecture 

The dataset is used to represent the training data as well as testing data. In the first stage the dataset are transferred to the data 
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characteristics (DCT) tool. DCT is the module this DCT module is used to calculation of different data characteristics such as 
accuracy, MIN, MAX, standard Deviation etc. Knowledge base contains of the experience of known applications. It also included 
the knowledge about the execution of special algorithm on specific dataset. The Nearest-neighbour classifier are based on learning 
by analogy, i.e. by comparing a given test tuple with training tuple that are similar to it. K-Nearest neighbour (KNN) classifier 
searches the pattern space for K training tuple that are closest to unknown tuple.  
For solving the complication of algorithm selection different perspectives are given different classifiers are put in an application on 
each of them for given different dataset. By given some parameters such as performance of each classifier can be analysed so as to 
mention the given dataset. For deciding which classifier will operate best for a given dataset, there are two options in the first based 
on perception and practical knowledge is to put all trust in expert opinion. The second is to run through every possible classifier that 
could work on the dataset. Distinguish logically one which performs best, the lather alternatives while being the most through, 
would take time and request a significant amount of resources especially with large dataset .These are in such practical. 

III. RELATED WORK 
The term adaptive learning is very useful approach.  There are different types of reasons why we are using the adaptive learning 
approach. By using ensemble   learning it gives very different types benefits of using adaptive learning system. Following are the 
some approaches of algorithm selection ensemble based system is more better than the single classifier. The individual classifier are 
combined with different approaches which having the many advantages of algorithm selection user gets recommendation of 
algorithm.  

IV. EXISTING SYSTEM 
The gathering supervision or description is affected by first one. When there is massive volume of input data is available then it is 
exclusively high. If it is not possible to label all of them, for example it is not worth mentioning task to description of the large 
number of images for image classification of the exclusive description of everything in the existing system is not possible. In the 
administration or description there is unpredictability and Equivocation.  for example two abstraction  hot and cold is not defined for 
isolating by majority. The applications of the supervised learning paradigm in several number of framework  may terminate the  
struggles  to succeed in dealing with these restriction in implementation , other learning paradigm such as unsupervised learning , 
semi supervised learning , reinforcement learning, active learning some mixed learning  approaches can be considered.  

V. CONCLUSION 
For dataset of all types there is no any single algorithm which acts better as per the No-free-lunch theorem. There are various ways 
to recommend the algorithm. The best classifier is recommended by adaptive learning approach which recommends the appropriate 
and best classifier. The recommendation is done on the basis of accuracy and performance measure whose main aim is to selecting 
the algorithm and this selection is assisted by non-expert system. Simple information theoretic and statistical are three types of meta 
features. These three categories are used and evaluated comparatively.  Experimentation on selecting features which are essential 
task like number of attribute number of class labels , number of instances , class entropy for classifiers selection ,maximum  class 
probability.  
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