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Abstract: The present study aims at visualizing the performances of Gnome sort and Bubble sort algorithms in the worst case 
which are implemented using R in a personal computer (Desktop). In the present study, we have done a comparative analysis of 
the worst case performances of said algorithms. The scope of the study is limited to data size ten (10) to data size one hundred 
(100). In this study, using visual inspection, we observe that the performances of both the algorithms very closely follow 
quadratic curve and the Bubble sort is taking less time to sort same amount of data than the Gnome sort in the worst case. 
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I. INTRODUCTION 
We know that sorting is a fundamental task that is performed by most computers [1] and best studied problems in computer science 
[2]. There are many sorting algorithms developed and implemented so far in the computer science. In the present case, we have 
made an experimental study on two (2) sorting algorithms namely Bubble sort and Gnome sort in the worst case. We know that 
Bubble sort is one of the simplest sorting algorithm [3], [4], [5]. According to Dick Grune the simplest sorting algorithm is Gnome 
sort [6]. This algorithm was first described by Hamid Sarbazi-Azad as Stupid sort in the year 2000 [7]. We know that the time 
complexity of Bubble sort in the worst case is of O(n2) [13] and Gnome sort in the worst case is also of O(n2) [14]. 

II. RELATED WORKS 
The comparison of various sorting algorithms including Bubble sort and Gnome sort had been done by Kaur, Singh & Singh (2013) 
[12], Rao & Ramesh (2012) [9], Mishra & Garg (2008) [10], Pandey (2008) [11]. Hammad (2015) had done the performance 
comparison between Selection sort, Bubble sort and Gnome sort algorithms which were implemented using ‘c sharp’ language [8]. 

III.  OBJECTIVES OF THE STUDY 
A. To visualize the performance (data size versus average run time in nano-seconds) of Gnome sort in the worst case implemented 
using R in a personal computer (Desktop). 
B. To visualize the performance (data size versus average run time in nano-seconds) of Bubble sort in the worst case implemented 

using R in a personal computer (Desktop). 
C. To perform a comparative study of performances of Gnome sort and Bubble sort in the worst case implemented on personal 

computer (Desktop) using performance visualization. 

IV.  METHODOLOGY 
The Gnome sort algorithm and the Bubble sort algorithm are implemented using R. The run time (in nano-seconds) of each of these 
algorithms in the worst case are noted. The data sizes chosen for this study is ten (10) to one hundred (100) with an interval of ten 
(10). In this study, we have collected the worst case run times (in nano-seconds) for Gnome sort and Bubble sort algorithms 
implemented using R on a particular personal computer (Desktop) for data size ten (10) to one hundred (100) with an interval of ten 
(10). For each data size, we have noted one hundred (100) observations and calculated the average run time (in nano-seconds). In 
the first stage of the visualization, the worst case performances (data size versus average run time in nano-seconds) of both the 
algorithms are visualized using scatter plots where data size is considered as x axis and average run time in nano-seconds is 
considered as y axis. In the next stage, quadratic curve is drawn on the performance points (data size versus average run time in 
nano-seconds) where the coordinate points for the quadratic curve are obtained by taking the highest point of the plot as the starting 
point for each of these two algorithms. We have used a personal computer (Desktop) with Intel(R) Core(TM)2 Duo CPU (2.99 GHz) 
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and 2GB RAM to carry out the entire experiment. 

V. DATA ANALYSIS & VISUALIZATION 
The scatter plot of the performance of the Gnome sort in the worst case is shown in the following figure: 

 

Fig. 1 Scatter Plot of Performance of Gnome Sort in Worst Case 

Findings: The small red circles in the figure (Fig. 1) represent the performances of Gnome sort in the worst case for data size ten (10) 
to one hundred (100) with an interval of ten (10). From the above figure we see that the average runtime of the Gnome sort increases 
with the increase in the data size and the increase is non linear.   
The scatter plot of the performance of the Bubble sort in the worst case is shown in the following figure: 

 
Fig. 2 Scatter Plot of Performance of Bubble Sort in Worst Case 

Findings: The small blue circles in the figure (Fig. 2) represent the performances of Bubble sort in the worst case for data size ten 
(10) to one hundred (100) with an interval of ten (10). From the above figure we see that the average runtime of the Bubble sort 
increases with the increase in the data size and the increase is non linear.   
The scatter plot of the performance of the Gnome sort in the worst case along with the quadratic curve is shown in the following 
figure: 
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Fig. 3 Scatter Plot of Performance of Gnome Sort in Worst Case along with Quadratic Curve 

Findings: The small red circles in the figure (Fig. 3) represent the performances of Gnome sort in the worst case for data size ten (10) 
to one hundred (100) with an interval of ten (10) and the black colour curve represents the quadratic curve which is obtained by 
calculating the coordinate points by taking the highest point of the scatter plot as the starting point. From the above figure (Fig. 3) 
we see that the quadratic curve passes through most of the data points. Therefore, using visual inspection technique, we may come 
to the conclusion that the worst case performance of Gnome sort approximately follows quadratic trend. 
The scatter plot of the performance of the Bubble sort in the worst case along with the quadratic curve is shown in the following 
figure: 

 

Fig. 4 Scatter Plot of Performance of Bubble Sort in Worst Case along with Quadratic Curve 

Findings: The small blue circles in the figure (Fig. 4) represent the performances of Bubble sort in the worst case for data size ten 
(10) to one hundred (100) with an interval of ten (10) and the black colour curve represents the quadratic curve which is obtained by 
calculating the coordinate points by taking the highest point of the scatter plot as the starting point. From the above figure (Fig. 4) 
we observe that the quadratic curve passes through most of the data points. Therefore, through visual inspection, we may come to 
the conclusion that the worst case performance of Bubble sort approximately follows quadratic trend. 
The scatter plots of the performance of the Gnome sort and Bubble sort in the worst case along with the quadratic curves are shown 
in the following figure: 
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Fig. 5 Scatter Plots of Performance of Gnome Sort and Bubble Sort in Worst Case along with Quadratic Curves 

Findings: The small red circles in the figure (Fig. 5) represent the worst case performances of Gnome sort and the small blue circles 
in the figure represent the worst case performances of Bubble sort. The red colour curve represents the quadratic curve for the 
performance of the Gnome sort and the blue colour curve represents the quadratic curve for the performance of the Bubble sort. 
From the figure (Fig. 5) we observe that with the increase in the data size the Bubble sort algorithm is taking less time than Gnome 
sort algorithm in the worst case. 

VI. CONCLUSION 
The main objective of this study is to visualize the performance of the Gnome sort and Bubble sort algorithms in the worst case 
which are implemented using R on a personal computer (Desktop) to perform a comparative analysis of the performances of the said 
algorithms. The study reveals that the performances of both the algorithms in the worst case very closely follow quadratic curves 
which implies that the worst case complexity (time complexity) of both the algorithms are of O(n2) where n is number of data. We 
have also done a comparative analysis of the performances of Gnome sort and Bubble sort in the worst case by visualizing the 
performances of both the algorithms side by side. The comparison study clearly shows that Bubble sort is taking much less time 
than Gnome sort as the data size increases. This study is limited to data size ten (10) to one hundred (100) and on a particular 
hardware and software platform. Hence, our conclusion is limited to this study only. The study involving data size beyond this range 
using the same platform or using different platforms will be our future scope of study. 
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