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Abstract: Quality of education system is very important for a country growth. Today education sector is facing challenges, the 
major challenges of  higher education being decrease in students success rate and their leaving a course without completion. An 
early prediction of student’s failure can avoid poor performance, which will help to enhance their performance. It can help not 
only the current students but also the future students to predict thier performance. Data mining provides powerful techniques to 
analysis student performance. For this purpose, In this dissertation various educational data mining techniques have been used 
such as Naive Bayes, Decision Tree, K-Nearest Neighbour, Random Forest, Rpart , C5.0 to build a model for academic attrition 
based on  students social integration, academic integration and various emotional skills considered. In order to future through 
data mining techniques data was collected from mullana university. Data from the admission process are complemented with the 
academic information that is gathered for each academic period; however, the causes of low academic performance occur on 
day-to-day basis and waiting until the academic period ends could be crucial. This leads to think that new, and possibly, non –
traditional ways, for collecting information close to real time are needed. In this dissertation new attributes are identified which 
represent real time student academic attrition. The implementation of different data mining techniques is done on  R language 
develop at the university of Auckland, New Zealand. It is an open source language. It is an interactive language used for easy 
input,output and large data manipulation and used for various statistical analysis and modelling. Many classification and 
regression algorithms are used, which are attribute dependent. Some are used on categorical, nominal data others on numerical 
data. The experimental results are validated against test data and interesting co-relations are observed.  The comparison of their 
accuracy is done to find the most accurate predictions. Graphs are also used for illustrative comparison, along with numerical 
values. 
Keywords: R language; data mining; attributes 

I. INTRODUCTION 
Education means obtaining knowledge. A person who has knowledge of his surrounding can survive happily in the society. To get 
acquired with it, people join educational institutes, were time and money both being extremely precious thing themselves, must be 
spent efficiently. Higher education has gained important manifolds in the past few decades. The higher education institute is forced 
to revise its scope and objects because of the private participation. Universities today, similar to business organizations, are 
operating in a very dynamic and strongly competitive environment. The education globalization leads to more and better 
opportunities for students to receive high quality education at institutes all over the world. [1].For higher education institution whose 
goal is to contribute to the improvement of quality of higher education, the success of creation of human capital is the subject of a 
continuous analysis. Therefore, the prediction of student’s success is crucial for higher education institutions, because the quality of 
teaching process is the ability to meet student’s needs. In the sense important data and information are gathered on a regular basis, 
and they are considered at the appropriate authorities, and standards in order to maintain the quality are set. The quality of higher 
education institutions implies providing the services, which most likely meet the needs of students, academic staff, and other 
participants in the education system, the participants in the educational process, by fulfilling their obligations through appropriate 
activities, create an enormous amount of data which needs to be collected and then integrated and utilized. By converting this data 
into knowledge, the gratification of all participates is attained: students, professors, administration, supporting administration, and 
social community.[2] 
All participants in the educational process could benefit by applying data mining on the data from the higher education system 
(figure 1.1). Since data mining represents the computational data process from different perspectives, with the goal of extracting 
implicit and interesting samples (written and frank, 2000), trends and information from the data, it can greatly help every participant 
in the educational process in order to improve the understanding of the teaching process, and it centres on discovering, detecting and 
explaining educational phenomenon’s (EI- Halees, 2008) [3] 
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Fig 1.1 The cycle of applying data mining in education system[7] 

So with data mining techniques, the cycle is built in educational system which consists of forming hypotheses, testing and 
training.Thus, application of data mining in educational systems can be directed to support the specific needs of each of the 
participants in the educational process. The student is required to recommended additional activities, teaching materials and tasks 
that would favour and improve his/her learning. 

II. LITERATURE SURVEY 
The objective of the Literature review was to explore the various approaches for student performance prediction and Academic 
Attrition using various techniques of data mining, exercised by various researchers. It goes on to list the most common tasks in 
educational environment that have been resolved through data mining techniques. The main goal of this Literature review was to 
discover which techniques were the most efficient one and therefore, possible solutions could be find out to overcome problems 
associated with them. 

A. Pamela Chaudhury et al.[1] 
Described that in the age of information and communication technology, technology is being used in every domain. Education is the 
integral part of our society consisting of the teaching, learning and evaluation process. Information and communication technologies 
are being used for the purpose of e–learning, measuring student’s learning, course design, student performance evaluation. Using 
machine learning techniques performance of the students has been studied and useful results have been derived. Predicting the 
performance of a student accurately in the upcoming exam is of extreme significance. Every machine learning tool heavily depends 
upon the input data .Studying and implementing the elaborate feature set for students has improved the accuracy of the prediction 
system. Further use of pre-processing techniques along with classification algorithms has significantly improved the results of the 
prediction system. 

B. Tripti Mishra et al. [2] 
Introduced that A country’s growth is strongly measured by quality of its education system. Education sector, across the globe has 
witnessed sea change in its functioning. Today it is recognized as an industry and like any other industry it is facing challenges, the 
major challenges of higher education being decrease in students’ success rate and their leaving a course without completion. An 
early prediction of students’ failure may help the management provide timely counselling as well coaching to increase success rate 
and student retention. We use different classification techniques to build performance prediction model based on students’ social 
integration, academic integration, and various emotional skills which have not been considered so far. Two algorithms J48 
(Implementation of C4.5) and Random Tree have been applied to the records of MCA students of colleges affiliated to Guru Gobind 
Singh Indraprastha University to predict third semester performance. Random Tree is found to be more accurate in predicting 
performance than J48 algorithm. 
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C. Priyanka Saini et al. [3] 
Introduced that In recent years, Indian higher educational institutes grow rapidly. There is more competition between institutes for 
attracting students to get enrolment in their institutes. The admission process is conducted every year at the institute and it results in 
the recording of large amounts of data. But, in most of the cases this data is not properly utilized (or analyzed) and results in 
wastage of what would otherwise be one of the most precious assets of the institutes. By applying the various data mining 
techniques on this data one can get valuable information and predictions can be done for the betterment of the admission process. 
This study presents data mining techniques for the enrolment process in MCA stream. These methods will help to improve the 
overall performance of the admission process at higher educational institutes. 

D. Kamaljit Kaur et al. [4] 
Presented that Recently the University Grants Commission of In dia has introduced a multistage examination system in higher 
education institutes in the country. The new system, called the Credit Based Continuous Evaluation and Grading System 
(CBCEGS), assesses a student on the basis of her continuous evaluation during the semester, combined with her performance in the 
end semester examination. This multistage examination pattern provides an opportunity to students to improve their performance. If 
a student cannot perform well in tests during the semester, she can improve her performance in the end semester test. But it does not 
seem so easy. In certain courses, due to their difficulty level such as mathematics, a student may not be able to improve her 
knowledge at the last moment despite hard work. Though, it may be possible in case of courses that are comparatively easy such as 
System Analysis and Design. This paper analyzes and predicts student’s performance using data mining techniques for two data sets 
of 1000 students each one for Mathematics, and the other for System Analysis, and Design. This study can help the education 
community to understand learning behaviour of students as far as courses of varying difficulty are concerned. It is observed that 
Classification and Regression Tree (CART) supplemented by AdaBoost is the best classifiers for the prediction of students' grades 
for both subjects. J48 supplemented by AdaBoost performs excellent for System Analysis and Design but performs worst for 
mathematics and M5P generates best results for early prediction of students' marks in the major test. 

E. Amjad Abu Saa et al. [5] 
Provided an overview that It is important to study and analyse educational data especially students’ performance. Educational Data 
Mining (EDM) is the field of study concerned with mining educational data to find out interesting patterns and knowledge in 
educational organizations. This study is equally concerned with this subject, specifically, the students’ performance. This study 
explores multiple factors theoretically assumed to affect students’ performance in higher education, and finds a qualitative model 
which best classifies and predicts the students’ performance based on related personal and social factors. 

F. Shahiri et al. [6]  
Have also provided an overview on several techniques of data mining that were applied to predict and analyze performance of 
students, concentrating on the identification of most valuable attributes in a student’s data by employing the prediction algorithm. 
They provide a systematic literature review to improve the student’s achievements by using the techniques of data mining. The 
various analytical methods used cumulative grade point average (CGPA) as their data sets, thus helping the system of education to 
monitor the performance in a very systematic way. 

G. Osmanbegović et al. [7]  
Applied three supervised data mining algorithms to assess the data of first year students to predict favourable outcome in a course 
and evaluating the performance based on certain factors like convenience, accuracy and approach of learning. A very high emphasis 
is given on some socio-demographic factors, high school results obtained, attitude towards study and marks in entrance 
examinations. The whole data was collected from University of Tuzla, academic year 2010-2011. The authors believe that exams 
play a very important role to determine the future of the students, in addition to the internal assessments. They used WEKA for their 
study and implemented it in java and also conducted four tests to assess the input variables: Info Gain test, Chi-square test, Gain 
Ratio test and One R-test. 
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H. Prof. R. A. Gangurde et al. [8]  
Presented that Data mining is a logical process which finds useful patterns from large amount of data. It is the process of extracting 
previously unknown, comprehensible and actionable information from large databases and using it to make crucial business 
decisions. Data mining is the computer-assisted process that digs and analyzes enormous sets of data and then extracts the 
knowledge out of it. The various techniques of data mining are used to extract the useful piece of knowledge from a database / data 
warehouse which is growing continuously. This extraction of knowledge is useful in research as well as in organization. In this 
paper authors have reviewed the literature of data mining techniques such as Classification, Clustering, Association Rules and 
Prediction. 

I. Yiming Ma, Bing Liu et al. [9]  
Described that education domain offers a fertile ground for many interesting and challenging data mining applications. These 
applications can help both educators and students, and improve the quality of education. In this paper, we present a real-life 
application for the Gifted Education Programme (GEP) of the Ministry of Education (MOE) in Singapore. The application involves 
many data mining tasks. This paper focuses only on one task, namely, selecting students for remedial classes. Traditionally, a cut-
off mark for each subject is used to select the weak students. That is, those students whose scores in a subject fall below the cut-off 
mark for the subject are advised to take further classes in the subject. In this paper, we show that this traditional method requires too 
many students to take part in the remedial classes. This not only increases the teaching load of the teachers, but also gives 
unnecessary burdens to students, which is particularly undesirable in our case because the GEP students are generally taking more 
subjects than non-GEP students, and the GEP students are encouraged to have more time to explore advanced topics. With the help 
of data mining, we are able to select the targeted students much more precisely. 

J. Ramesh et al. [10]  
Proposed A model has also been developed based on some selected input attributes assembled through questionnaire method  
conducted a survey cum experimental methodology to generate database for the students for predicting the performance. The three 
main objectives were to identify the essential predictive variables on higher secondary students, know the best classification 
algorithm and to predict the grade at higher examinations. The study shows that parent’s occupation plays a major role and not the 
type of school in predicting the grades. The data for the study was collected from schools and internet and the authors found out that 
multilayer perceptron algorithm is the best one for grade prediction. This algorithm is more efficient showing the accuracy of 72%. 

III. PROCEDURE FOR GRADE CALCULATION 
The data mining classification algorithms are different in many aspects such as: the learning rate, performance, speed, correctness, 
robustness, accuracy, etc. In this research, we examined thoroughly the impact of five algorithms for performance prediction: 
Decision tree, C5.0, Naive bayes, Random forest, KNN algorithm. The five classification techniques are employed to reveal the 
most appropriate way to measure student's performance. 

A. Collection of all the grades attained by each student in same sequence of subjects, as shown in Fig 5.1. The grades are collected 
as GRADES(i), where ‘i’ is consecutive exams conducted and 1≤ i ≤4. Grades(i)=consecutive exam, 1≤ i ≤4 
E.g.: Grade(2)= {B, A, B, B, C, A} is the sequence of subject grades of the student in second consecutive Exam having 
enrolment no. 130507009 and studying six subjects as highlighted in Fig. 3.1. 

 
Fig. 3.1. Collection of grades for four Exams 
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The grades and their corresponding performance criteria is shown in Table 3.1. This performance criteria is used for prediction in 
the final outcome i.e. OVERALLGRADE(F), where ‘F’ stands for final. 

B. Prepare the logic table (nth level logic predicate) on the basis of GRADE in Table 3.1. 

 
Table 3.1: Performance Criteria 

 
L3: A-EC 

E.g.: We have the sequence of grades {B, A, B, B, C, A} for the student having enrolment no. 130507009. While applying the step 
2, take two consequent grades . together and then compute the output in the way as shown below using Table 3.1. Like, B and A 
gives output A, then take this output as input for the next step. Now A and B gives output A. These steps are done using the above 
level-wise logic order until we reach to our final grade. 

 
This shows that the performance of the student is Excellent, on the basis of Table 3.1.  
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C. Therefore, OVERALLGRADE(i), 1 ≤ i ≤ 4 is computed for each semester(in the same manner as used above), where i is the 
semester. E.g. OVERALLGRADE(2) is the overall grade computed for second Exam. 

 
Fig 3.2 Computation of  Overall grade  for each exams 

D. Similarly, OVERALLGRADE(F) for each of the student is computed as the final performance result 
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