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Abstract: Particle swarm optimization (PSO) is a population based algorithm which is applied to solve many optimization 
problems. One of the properties of basic PSO is that when particles are spread in a search space, as time increases they tend to 
converge in a small area. The shortcoming of PSO is that the basic PSO cannot guarantee the global convergence of the 
algorithm. It means when particles explore different areas, the algorithm do not perform well at exploiting promising areas, 
which increase the search time. To reduce the search time, A* algorithms is applied to find the target object. This reduces the 
execution time of PSO. After analyzing the results, it is found that the combination of PSO & A* algorithm give better results.       
Keywords : Particle Swarm Optimisation, A* Algorithm, path planning 

I. INTRODUCTION 
The Particle Swarm Optimization (PSO) algorithm is introduced by Kennedy and Eberhart which is one of the self-adaptive global 
search based optimization technique [8]. The algorithm is very much similar to population-based algorithms like Genetic 
algorithms. The PSO algorithm relies on the social behavior of the particles in the group. In each epoch, the particle adjusts its 
trajectory based on its best position which is called local best and the position of the best particle which is called global best of the 
entire population. This working concept of the algorithm increases the stochastic nature of the particle and congregates quickly 
global minima with a reasonable better solution. 
The popularization of the PSO algorithm is its simplicity and effectiveness in wide range of applications with very low 
computational cost. Some of the most popular applications that have used in PSO are: the Reactive Voltage Control problem [23], 
Chemical Engineering [13], Data Mining [16], Pattern Recognition [9] and Environmental Engineering [10]. The PSO algorithm has 
also been applied to solve NP Hard problems like task allocation [22, 26] and Scheduling [24, 21]. 
The measurement of similarity in the given problem is used to determine how close two patterns are with one another. The data 
vectors within a cluster or region have small Euclidean distances from each other and it is associated with one centroid vector, 
which represents "midpoint" of that clustered area. The centroid vector defined in the algorithm is the mean of the data vectors 
which belongs to the corresponding cluster area. 
In this study, we have analyzed the convergence time of particle swarm optimization (PSO) on the facet of particle interaction. Here 
we have introduced a statistical interpretation of social only PSO for capturing the essence of particle interaction, which is one of 
the key mechanisms of PSO. Then we have used the statistical model to find the theoretical results on the basis of convergence time. 
Since the theoretical analysis of PSO is conducted on the social-only model, instead of on common models in practice, to verify the 
validity of the results. The numerical experiments are executed on standard functions with a regular PSO program execution.  
 
A. Particle Swarm Optimization Algorithm 
The PSO algorithm is one of the new intelligent optimization algorithms based on the bird swarm behaviors that was proposed by 
psychologist Dr. Eberhart and Kennedy in the year 1995 [1]. With comparison to other optimization algorithms, the PSO algorithm 
is more objective oriented and performs well easily. The algorithm can be applied in many fields of data mining such as the function 
optimization, the fuzzy system control, the neural network training etc. In PSO, each individual item is called “particle”, which 
represents a potential solution. The algorithm obtains the best possible solution by the variability of some particles in the tracing 
space. The particle search in the solution space follow the best particle by changing its position and the fitness frequently, its flying 
direction and the velocity is determined by the objective function. For betterment of the convergence performance of PSO, the 
inertia factor w is used by Shi and Eberhart [2] to control the impact on current particle by former particle’s velocity. The PSO 
algorithm has the ability to prefer the global searching ability when w is relatively large. On the contrary this algorithm has local 
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searching ability which becomes better when w is smaller. The PSO algorithm with inertia weight factor was called standard PSO. 
However, in this algorithm, particles would lose the ability to explore new domains when they are searching in solution space. This 
meaning is to say that it will entrap in local optimization and causes the premature phenomenon. That’s why, it is very import for 
PSO algorithm to be guaranteed to converge to the global optimal solution and due to this many modified PSO algorithms have been 
proposed in last ten years.  
PSO is a heuristic global optimization method which is developed from swarm intelligence and is based on the research of birds and 
on the fish flock movement behavior. While searching for food, the birds are either scattered or go together before they find the 
place where they can get the food. While the birds are searching for food from one place to another, there is always a bird that can 
smell the food very well. The bird is perceptible of the place where the food can be found, which is having the better food resource 
information. Since they transmit information, especially the good information at any time, while searching the food from one place 
to another that’s why it is good for study. The birds will eventually flock to the place where the chances of getting food can be 
found. As far as particle swam optimization algorithm is concerned, the solution swam is compared to the bird swarm. The birds’ 
moving from one place to another is equal to the development of the solution swarm, good information is equal to the most optimist 
solution and the food resource is equal to the most optimist solution during the whole course. The most optimist solution can be 
worked out in particle swarm optimization algorithm by the cooperation of each individual. The particle without quality and volume 
serves as each individual, and the simple behavioral pattern is regulated for each of the particle to show the complexity of the whole 
particle swarm. This algorithm can be used to work out to the complex optimist problems.  
PSO algorithm includes many advantages for its simplicity and easy implementations. The algorithm can be implemented widely in 
the field such as function optimization, machine study, the model classification, neutral network training, vague system control, the 
signal procession, automatic adaptation control etc. 

B. Algorithm for Original PSO 
1) Initialize a population array of particles with random positions and velocities on the dimensions D (variable) in the search 

space. 
2) starting the loop 
3) For each particle, evaluate the desired optimization fitness function in D. 
4) Compare particle’s fitness evaluation with pbesti . If the current value is better than pbesti, then set the pbesti equal to its current 

value, and pi equal to the current location xi in D-dimensional space. 
5) Identify the particle in the neighborhood with the best success so far, and assign its index to the variable g. 
6) Change the position of the particle and its velocity according to the following equation : 

 
7) If a criterion is met (sufficiently good fitness or a maximum number of 

iterations), then exit loop. 
8) Loop ending 

The meaning of nomenclatures is as given below: 
–  The function U(0, φi ) represents a vector of random numbers which is uniformly distributed in [0, φi ] that is randomly 
generated at each iteration and for each particle. 
–   is component wise multiplication 
–  Each component of vi is kept within the range [−Vmax to +Vmax] 

The basic PSO algorithm described above uses a small number of parameters that are needed to be fixed. One parameter is based on 
the size of the population. This is often set empirically on the basis of the dimensionality and perceived difficulty of a problem. The 
values taken in the algorithm, in the range 30–50, are quite common. 
In standard PSO, each particle is selected for updating in turn. A complete iteration in the process corresponds to a single position 
update of each particle. Moreover, in a general swarm model, particles could be chosen at random or according to a selection 
scheme which is perhaps similar to parent selection in evolutionary computation.  
For example, better performing particles could be updated more frequently than other particles. The resources can be concentrated 
on badly performing particles, in order to improve the population as a whole. 
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More and more research is needed to clarify the issues of PSO in both type of PSO like classical velocity-dependent and bare-bone 
type of PSOs. A distinction is made between the memory of the best particle in the neighborhood and the particle’s own memory.  
It is investigated that the much exploration of particle dynamics is found with many PSO variants borrowing from the wide range of 
particle interactions in physical systems. For example, the study has been explored the use of spherical particles, sliding (rather than 
flying) particles, inter-particle repulsive forces and quantum effects. However, so many other types of physical interactions 
remained unexplored. Moreover, whilst it does looks like that the inclusion of randomness in the form of random force parameters, 
or sampling from a distribution, is very much useful, which is not known if stochasticity is strictly necessary for good performance. 
So far, a completely deterministic algorithm has eluded by researcher. 
Finally, we can say that occasionally the particles may move to regions at very large distances from the main swarm or even outside 
the search space. 

C. A* Algorithm Algorithm 
A* is also pronounced as AStar, is one of the type of search algorithms. A number of problems can be solved by representing the 
system in its initial state and then for each action it can be performed on the system. The A* algorithm added the features of 
uniform-cost search and pure heuristic search to proficiently compute optimal solutions. A* algorithm is also called a best-first 
search algorithm in which the cost is associated with a node. It is represented by the following formula 

f(n) = g(n) + h(n) 
where g(n) is the cost of the path from the initial state to node n and h(n) is the heuristic estimate or the cost or a path from node n to 
a goal.  
Therefore f(n) estimates the lowest total cost of any solution path going through node n. At each point, a node with lowest f value is 
chosen for expansion. The ties among nodes of equal value of f should be broken in the favor of nodes with lower h values. The 
algorithm can be terminated when a goal is chosen for expansion. 
The A* algorithm guide an optimal path to a target if its heuristic function h(n) is admissible. The meaning of the statement is that it 
never overestimates actual cost. It can be explained with an example of airline. Since airline distance never overestimates actual 
highway distance, and manhatten distance never overestimates actual moves in the gliding tile. 
For an Puzzle, the A* algorithm uses evaluation functions, can be find optimal solutions to the problems. Moreover, A* makes the 
most efficient use of the given heuristic function in the following way;  
Among all the shortest-path algorithms uses the given heuristic function h(n). The A* algorithm expand the fewer number of nodes. 
The problem with A* algorithm is memory requirement. Since the entire open list must be saved at somewhere, A* algorithm is 
found to be space-limited in practice. It is no more practical than best-first search algorithm on current machines.  

D. Limitations of the Existing System 
The PSO and A* algorithm are having its own advantags and disadvantages but it tends to be trapped in a local optimum under 
some initialization conditions. It is noticed that when the maximum number of iterations has been exceeded from its limit, there is 
little change in the centroid vectors over a number of iterations and even when there are no cluster membership changes. In the 
proposed method, the algorithm is stopped when a user-specified number of iterations have been exceeded. The earlier method are 
having following limitations : 
1) The proposed method easily suffers from the partial optimism that causes less exact at the regulation of its speed and the 

direction. 
2) The method can’t work out the problems of scattering and optimization 
3) The method can’t work out the problems of non-coordinate system.  

II. OBJECTIVE 
A. To improve the execution time of PSO  
B. To reduce the total path finding time in PSO-AStar 

 
III. LITERATURE REVIEW 

The particle swarm optimization (PSO) is said to be a population based stochastic search technique introduced in the year 1995. In 
present days, this technique has been mostly applied to multi-robot search systems. The very first version of PSO algorithm was 
proposed in [1, 2, 8] on a multi-robot search system to find the target in the given system and the studies have demonstrated that the 
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PSO algorithm has an acceptable and given better performance in the searching task. In several instances of adaptations of PSO 
have been used for multi-robot odour searches [9, 10].  
The successful and adapted version of PSO on distributed mobile robots has been used to search the environment based on local 
information only [2, 11]. The successful implemented versions of PSO show that their performance in a group of robots is much 
better than the basic PSO algorithm. However, it is seen that the adapted version has its shortcomings and limitations, particularly 
when placed in an environment with a higher number of obstacles. One of the main problem of PSO is its premature convergence. It 
means that the particles have a tendency to move towards the best location found and converge to that area. Therefore, it has 
exploitative behaviour over time spam. It is noticeable that the global searching of PSO decreases as the time progresses.  
The problem of premature convergence of PSO algorithm is also an evident in the multi robot search system in its environments that 
contain static obstacles. In other words, we can say that one of the basic PSO properties is that the global searching or exploration of 
machine decreases over time and they converge to a small area and then it becomes unable to explore other promising areas. This 
problem is called premature convergence. In this situation, when there are big obstacles in an environment found then these static 
obstacles amplify the problem. These obstacles are bigger and taller than the robotic machine and so prevent it from observing the 
environment behind them. When the target is placed near the obstacles, the probability of observing from the other side of the 
obstacles becomes low, and as time increases, the global searching of the robots decreases gradually. As a result the algorithm 
searches the small area continuously and converges to that small area without being able to search the other promising areas.  
On the basis of PSO algorithm, the robots’ velocities in the early iterations are high due to their greater inertia weight. Therefore, the 
global searching and exploration of the robots becomes higher than that of local searching and exploitation. With the increase in 
time, the inertia weight value decreases slightly which leads to a decrease in the global searching of PSO algorithm. However, the 
robots may converge to the area that may not be contained the given target. Some studies has been done run on multi-robot search 
systems to solve this premature convergence problem.  
In [16] two new methods have been proposed which are based on Particle Swarm Optimization (PSO) and Darwinian Particle 
Swarm Optimization (DPSO) respectively. These two emerging methods are adapted to multi-robot search systems where obstacle 
avoidance is of high priority. The outcomes of the study determined that RDPSO increases the search exploration to avoid being 
stuck in local optima and a rapid convergence to the desired objective value in comparison to RPSO. In the study it is found that the 
problem of basic PSO is the lack of guarantee in global convergence. While establishing an efficient balance between exploration 
and exploitation is the drawback of basic PSO algorithm. The earlier studies have been proposed several methods to solve type of 
problem in different domains [17, 18].  
In [19], one more method is proposed MPSO, which is based on Multi-robot Search System. In this method, they added the local 
search method to the PSO and established a balance between exploration and exploitation. According to this, the robots are 
deployed in the search space and look for the target. When the robot check the target, the value of fitness function is calculated in 
parallel, and if the value of fitness function in its current position exceeds half of the goal fitness function value, the robot uses the 
local search strategy instead of basic PSO. In addition to this the environment does not contain any big obstacles that prevent the 
robots from observing the area surrounding the static obstacles. Therefore, there are no areas found where the robot becomes stuck 
and after a while converges to that area.  
In the further study, a simple and effective PSO algorithm has been proposed that is ‘Modified PSO with Local Search (ML-PSO)’. 
ML-PSO is based on the modification of basic PSO developed by [20]. The algorithm is applied in the exploration search space. A 
new method is proposed in this study for multi-robot search system which increases the global searching and guides the robot to 
escape from the local optima and explore different areas to find the desired target. This attempt is made to solve two problems; 
premature convergence through increasing the global searching of robotic machine and adding a local search algorithm such as A-
star to guarantee global convergence with a reduction in the search time. 
Deelman et al. [5] have done study on planning, mapping and data-reuse in the area of workflow scheduling. The author has 
proposed Pegasus [5], which is one of the framework that maps complex scientific workflows onto distributed resources such as the 
Grid. The Taverna study [12] has developed a system tool for the composition and enactment of bioinformatics workflows for the 
life science community. One other well-known study on workflow systems includes GridFlow [4], GridAnt [1], ICENI [6], Kepler 
[11] and Triana [18]. The author terms this as “Best Resource Selection (BRS)” approach, where a resource is selected based on its 
performance. 

IV. PROPOSED METHODOLOGY 
 To overcome the limitations of PSO related to time management, the way of forming clusters using A* method is proposed in this 
study. Additionally, Area clustering techniques have been used to address the scalability problem of many machine learning and 
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data mining algorithms, where prior to, and during training period, training data is clustered or partitioning of the area. Samples 
from clusters are selected as training data, thereby reducing the computational complexity of the training process so as to improving 
generalization performance. The algorithm is then extended to use clustering or partitioning to seed the initial swarm. This extended 
algorithm basically uses PSO to refine the clusters. 
The clustering algorithm tends to converge faster as compared to PSO, but generally with less accurate clustering. This study shows 
that the performance of the PSO clustering algorithm can be further improved by seeding the initial swarm with the result of the K-
means algorithm. 
The hybrid algorithm first executes the K-means algorithm once. The aim of the PSO is to find the particle position that results in 
the best evaluation of a given fitness objective function. The Proposed algorithm is an advancement of A* algorithm using PSO. 
According to this algorithm, the algorithm is modified in two aspects. 

A. No. of List Used 
A* algorithm uses two lists namely Open and Closed list (open list is for all exploring nodes and closed list is for all selected nodes) 
Our approach uses only closed list which mean only selected co-ordinates are stored for drawing the path. 

B. No. of Path Found 
1) In A* algorithm, only path is found during the execution of iterations. 
2) The proposed method found many paths depending on the number of valid adjacent nodes (particles) of the start node. 
3) If there are n valid adjacent nodes of start node then it finds n number of path. 
The optimal path is selected based on the total distance covered by all the paths. Object reaches the target in less time. 
The pseudo code of enhanced PSO algorithm using A* algorithm is summarized as follows: 
Step 1:  Initialize the size of the population N 

Initialize the dimension of the solution space D 
Initialize the maximum number of iterations K 
Initialize the inertia weight start w and end w 
Initialize the obstacles O 
Initialize OpenList and CloseList 

Step 2: N = N - Obstacles 
Step 3: for each particle 

Initialize the particle position Xi randomly 
Initialize the particle velocity Vi randomly 
Initialize the current position as Pi 
Evaluate the fitness value 
Initialize Pg according to the fitness value 

Step 4: Calculate new inertia weight  
Step 5: Update velocity of each particle, 
  If (Vid> Vmax’) then Vid = Vmax 
  If (Vid<  -Vmax’) then Vid = -Vmax 
Step 6: Update position of each particle, 
  If (Xid> Xmax’) then Xid = Xmax 
  If (Xid< Xmin’) then Xid = Xmin 
Step-7: Explore all nodes from start node to target node and store in OpenList 
Step 8: Evaluate the fitness values of all particles. For each particle, compare its current position 

If (Pi fitness > pbest) then pbest=Pi; Update Fitness Value 
If (Fitness value of Pi> Fitness of gbest) then  
update gbest and its fitness value with the position and objective value of the current best particle.  

   
If (Cost Evaluation Function f(n) Value is Less) Then 
 Select this node and store in ClosedList  

Step 9: If the maximum number of iterations or any other predefined criterion is met, then stop; otherwise go back to Step 4. 
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a) Working principle of PSO – A* algorithm 
Step 1: Initialize the map with starting and target point, obstacles position etc. (in the following figure, green box shows the starting 
position, red box is target and grey circles denote obstacles.  
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 1 2 3 4 5 6 

Figure 1 Demonstration of the Starting particle, Target particle and Obstacles   
Step 2: Place the particles in every valid node (not include the obstacles and target) which touches the boundary of start node, these 
nodes becomes particle node. 

6       

5       

4       

3       

2 P2 P1     

1       

 1 2 3 4 5 6 

Figure 2  Location of the particles and path searching 
Step 3: For each particle node 
3.1) Find all nearby valid possible nodes of this particle node and name it as current node. 
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Figure 3 Analysis of nearby clusters and finding the low cast of the particle  
 
3.2)  Apply the cost evaluation function and find the distance. 
3.3) Function is applied between particle’s node and goal node.  

• Calculate f(n) for C1 and C2 and choose the minimum cost node.   F(n) = g(n) + h(n)  
• Co-ordinates of P1 (2,2) , C1(3,3), C2(2,3) and T(6,5).  
• F(n) for C1 is  
• g(1) = 1.41,  h(1) = 3.60,  then f(1) =5.01  
• F(n) for C2 is  
• g(2) = 1, h(2) = 4.47,  then f(2) = 5.47  
• The calculated cost comes from node C1 is minimum, so this node is selected and respective co-ordinates are stored in 2-D 

array and cost value is stored in 1-D array.  
 
3.4) Choose the minimum distance and make that current node as first node. 
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Figure 4  Particle P1 denoting low cast cluster C1  

 
3.5) Store the co-ordinates of first node in closed list and distance in 1-D array. 
3.6) Make this first node as particle node. 
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Figure 5 New position of Particle P1 as P1i 
3.7) Repeat step from 3.1 to 3.5 until particle node is not equal to target node.  
3.8) Additionally store all the values of 1-D array and place the result in Sum array.  
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Figure 6 Lowest cast distance route from starting particle to target particle 
3.9) Increment the loop. 
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Figure 7 The second lowest cast path from Particle P2 to target particle 
Step 4: Examine the Sum array and find the minimum value,  
Step 5: Fetch the co-ordinates from 2-D array with respect to the value comes from step 4 
Step 6: Path from start node to target node is drawn with the co-ordinates comes from step 5.  
Step 7: Show the resultant map, and display the total distance and execution time. 
Step 8: Stop the algorithm.  
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Figure 8 Demonstration of lowest part from starting particle to target particle 
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V. RESULT AND DISCUSSION 
The PSO-AStar algorithms are written in Visual Studio 2010. All experiments are run on Intel-R Duel Core 2.4 GHz Pentium PC 
machine with 4 GB RAM under Windows-XP Operating System. 

Table-1: Execution time of PSO Algorithm with different particles 
Particles PSO Execution Time (ns) 

10 156285 
20 426336 
30 656251 
40 781288 
50 937567 

 
The Table 1 shows the execution time of PSO algorithm with different particles. The execution time of 10 particles is 156285 ns, 20 
particles is 426336 ns, 30 particles is 656251 ns, 40 particles is 781288 ns, and 50 particles is 937567 ns. 

 

 
Figure 9 : Execution time of PSO Algorithm with different particles 

 
Here execution time is frequently increases when the particles are also increases. 
 

Table-2: Execution time of PSO-AStar Algorithm with different particles and obstacles 
 

Particles PSO-Astar 
10 156243 
20 156285 
30 341772 
40 468771 
50 781288 

 
The Table 2 shows the execution time of PSO-AStar algorithm with different particles and five obstacles. The execution time of 10 
particles is 156243 ns, 20 particles is 156285 ns, 30 particles is 341772 ns, 40 particles is 468771 ns, and 50 particles is 781288 ns. 
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Figure 10 : Execution time of PSO-AStar Algorithm with different particles and obstacles 

 
The Figure 10 shows the execution time of PSO-AStar algorithm with different particles and five obstacles. The execution time of 
10 particles is 156243 ns, 20 particles is 156285 ns, 30 particles is 341772 ns, 40 particles is 468771 ns, and 50 particles is 781288 
ns. Here execution time is frequently increases when the particles are also increases. Here the execution time is less as compare to 
classic PSO Algorithm. If obstacles are increases then execution time is also reduce. 
 

Table-3: Comparison of Execution time between PSO and PSO-AStar Algorithm with different no. of particles 
Particles PSO PSO-AStar 

10 156285 156243 
20 426336 156285 
30 656251 341772 
40 781288 468771 
50 937567 781288 

 
Figure 11: Comparison of Execution time between PSO and PSO-AStar Algorithm with different no. of particles 
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The Figure 11 shows the execution time between PSO algorithm and PSO-AStar algorithm with different no. of particles. Here 
PSO-AStar always takes less execution time as comparison with basic PSO algorithm in nano seconds (ns).  
 
The proposed algorithm minimizes the following limitations of PSO algorithm: 

A. This approach does not use the concept of open list. 
B. Open list require more maintenance time because it stores the co-ordinates of  unselected nodes and they are approx 6 to 8 

times more than selected nodes. 
C. In PSO, the position and velocity of particle is updated by an equation, and this is updated in each and every step, so it 

consume more time.  
 
So, by combining both this algorithm PSO and A*, we find the shortest path in very less time. 

 
VI. CONCLUSION 

This paper present a strategy of object movement path planning in dynamic environment with fixed position of obstacles and target 
points in order to reduce the total path finding time. The comparative results shows that the durability and fastness of the proposed 
method over the traditional A* algorithm shows better result. 
During the result analysis, we have presented our performance study over various objects (i.e. 10, 20, 30, 40 and 50 objects). We 
also analysed the experimental results of both PSO with AStar (proposed name PSO-AStar) in comparison to an existing PSO 
algorithm with different particles size. 
In the next step of the work, we have planned a strategy of object path planning in dynamic environment with fixed position of 
obstacles and target points in order to reduce the total path finding time. 
The comparative results shows that the durability and fastness of our proposed method over the basic PSO algorithm. The 
motivation of the study was based on providing solution to the path planning problem with actual applications. 
The proposed algorithm PSO-AStar always perform better in terms of execution time as comparison to classic PSO algorithm in 
nano seconds (ns). The algorithm also produces the best local optima means personal best (pBest) for finding the shortest path 
planning. 
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