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Abstract: In this paper statistical features of color are used to describe the content of video frames. Frames are separated from 
video. Chrominance content of an image is extracted in HSV color map. Its First order and second order moments of HSV color 
map are calculated and compare with sequentially with other images using absolute difference. Scene change can be detected by 
finding boundaries which exist in between series of consecutive frames where two boundary frames are gradually or 
significantly changes either by its content or background of the frame. Videos from various categories like sports, news and 
cartoons are used to evaluate proposed method. Higher the absolute difference between consecutive frames point out video 
frames are changing drastically and so video cut may exist there. Few highest absolute differences boundaries are declared as 
shot boundary depending on length of a video or number of frames. It has been observed during experimental work, proposed 
technique offers very good results for all three different categories video. It finds sharp shot change very effectively. Recall and 
Precision are used as a detection measures for evaluating performance of proposed method. 
Keywords: Video shot boundaries, HSV color map, Absolute difference, Recall and Precision 

I. INTRODUCTION 
Rapid developments of digital video capturing and editing devices and technology have been producing an ample of digital video 
data every day. As a consequence, digital video data information keep on increasing everyday and so need of an efficient application 
arrives; such as video-on-demand or content based video retrieval. This technology of how to catalogue and retrieve videos on 
demand for future re-use becomes a need of society.  
In automatic management of video database, it is practically inappropriate to use keywords to describe each video sequence because 
this annotation process asks for enormous human power; in addition keywords used cannot describe the subject properly. Hence, to 
fulfil this demand of retrieving similar videos from the database, we need a system Content based video retrieval which retrieves the 
same videos based on video content analysis.  
Primary tasks of CBVR system are shot boundary detection, key-frame extraction. Shot boundary detection becomes the 
groundwork for video retrieval and management. Shot boundary detection is allowing the computer to discover the editing positions 
and produce the original shot sequences. The detected shots will become the basic query units in video retrieval systems. Video is a 
space and time varying structure captured by either single camera or multiple cameras. Video structure can be divided as video 
scenes, video shots, video frames and video key frames. All play a major role for video indexing and video retrieval applications.  A 
video shot is a succession of frames captured by a single camera in a continuous run. Video shot is a group of sequence of similar 
action frames which carries almost same information and visual features such as colors, motions and textures. 
The visual information of each shot of the video can be described by one or multiple frames, called key-frames. The number of key-
frames cannot be predetermined because of content variation. In case of a static shot there is little content variation, so a single key-
frame can describe the whole shot effectively, whereas in case of a high camera editing and object motion shot, we may need more 
key-frames for a better representation of a video content (Vasileios T. Chasanis Jan. 20093). 
Video shot boundary detection is a primary step in video indexing and retrieval, and in general video database management. Shot 
boundary detection is used to segment a given video into its continuous shots in a way it was produced, and to classify and detect 
the different shot transitions (Don Adjeroh May. 20094). Different algorithms have been proposed, based on color histograms 
(Ballard 1991, Tanaka 19925), pixel color differences (H. Zhang 1993), color ratio histograms (Lee 1997), edges (R. Zabih 1999), 
and motion. In this proposed work, we studied the problem of video shot classification and separation using statistical features of 
HSV color map without calculating statistical threshold. Manual change of threshold is not a practical solution for shot boundary 
detection. Proposed approach does not rely on threshold value, which generally varies based on content of a video frames.   
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II. STATE OF THE ART 
The transition takes place between two shots can be either abrupt (sharp ) or gradual. The sharp or abrupt transition is generated 
because of a cut effect; in which frame fi belongs to first shot and next frame fi+1 is correspond to the next shot have clear sharp 
discontinuity in its content. Gradual transition is generated using the application of video editing effects which covers several 
sequential frames or because of motion spread throughout the range of few frames, so that frame fi  belongs to first shot and frame 
fi+N belongs to the second shot, and the N-1 frames in between represent a gradual transformation between two frames. Algorithms 
detecting shot transitions are based on the calculation of the difference between values of a certain measured characteristics like 
color, texture, edge, motion etc. of two consecutive frames; this value is later processed via a threshold decision in order to 
determine the existence of a boundary or not (Jesús Bescós Apr. 2005). Shot boundary mainly has two basic steps.  
1) Difference vector is calculated to find the similarity between two frames using features extracted from each image. It includes 

selection of features, function to evaluate inter-frame disparity like Euclidian distance, Chi-square difference, and Absolute 
difference. 

2) For deciding shot boundary threshold level is calculated using certain statics based on extracted feature vector.  
Effectiveness of different algorithms is measured and compared using recall (R) and precision (P). It can be calculated using (1) 
and (2) respectively. 

etrievedof shots rTotal no. 
ds retrieveevant shotNo. of relecision Pr

                                                           (1)  

n a videoof shots iTotal no. 
ds retrieveevant shotNo. of relcallRe 

                                                              (2) 
A. Abrupt Shot Change (Cuts) 
[1] Had implemented sharp transition detection method using 3×3 averaging filter to reduce camera motion and noise effects. The 
easiest way to detect two frames are significantly different in its content is to count the number of pixels that change in value more 
than some threshold.  But, this method was found very sensitive to camera motion. Pixel to pixel matching based block-based 
comparisons was proposed by [2] using local mage characteristic unlike pixel to pixel comparison mentioned ahead. This 
approached had increased the robustness to camera and object movement. Each frame of a video is divided into b blocks that are 
compared with their subsequent blocks in next frame. These blocks comparison is calculated using likelihood ratio. 
To reduce sensitivity to camera and object movements (A. Nagasaka 1995) used simplest approach of gray level histograms. An 
abrupt transition is confirmed if the absolute sum of histogram differences between two succeeding frames fi and fi+1 is greater than 
a predefined threshold level. One more easy and very effective approach proposed by  [1] was to compare color histograms and used 
absolute difference to find dissimilarity.  
 [3] had used model based comparison which considered the video production system as a template. [4] used an Edge features for 
detection shot boundary where it looks for entering and exiting edge pixels. 

B. Gradual Shot Changes 
Accumulated differences between two frames of the gradual shot transition were calculated by using twin-comparison method. In an 
initial phase a high level of threshold is used to identify sharp cuts while in the second phase a lower value threshold is used to 
detect the first frame fs of a gradual transition. This frame is then compared to subsequent frames and its difference value is 
accumulated. This accumulated comparison increases during a gradual transition. When the difference between consecutive frames 
decreases less than Tl , or when the accumulated comparison has increased to a value higher than  Th  then end frame fe of the  
gradual  transition is detected. If the consecutive difference falls below Tl  before the accumulated difference exceeds  Th, then the 
start frame fs  of gradual transition is dropped and the search of gradual transition remains continue.  
The thresholds are highly depends on the content of a video. To overcome this problem, proposed an application of unsupervised 
clustering algorithm by considering video segmentation as a 2-class clustering problem; shot change and no shot change using the 
well known K-means algorithm explained by is used to cluster the frame dissimilarities. Two similarity measures based on color 
histograms were used: s2 statistics and the histogram difference. 
[3] Proposed a efficient technique for gradual shots detection and classification, using fractal analysis and AIS-based     classifier. 
They computed features of “vertical intercept” and “fractal dimension” of each frame which are calculated using Fourier transform 
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coefficients. Classifier based on Clonal selection algorithm was used. They evaluated their algorithm using TRECVID2006 
benchmark dataset. 

C. Distance Measures 
 [6] Extracted two types of features: spatiotemporal and compressed domain features. They used the Bhattacharyya measure defined 
by Eq. (3) 

        	d(H1, H2) = 1-
	
∑ H1(i)H2(i)                                                                           (3) 

Where, 퐻 = 	∑ 퐻 (푗) and N denotes the number of histogram 
In order to evaluate inter-frame disparity  (Jesús Bescós Apr. 2005) have used RGB color bands and applied a  criterion consisting 
of a variant of the Pearson’s Test. Color bands contain a similar amount of information for the computation of the objective 
similarity between two frames, it could be  merged into a single distance function Eq. (4) 

                                         푑 [푖] = [ ] [ ] [ ]                                                                                            (4)       
Where 푑 퐵푎푛푑[푖] is the aforesaid variant of the Pearson’s Test applied to the values that each color band takes for frames 푓  
and푓 . 
 [7] used the cosine measure for comparing the histograms of adjacent frames. The two N-dimensional vectors, A and B, represent 
the color signatures of the frames. The distance 퐷 (퐴,퐵) between vectors A and B is calculated using Eq.  (5): 

										퐷 (퐴,퐵) = 1− ∑
∑ 	∑

                                                                                    (5) 

Where 푎  and 푏  are bins in A and B respectively. 

III. THRESHOLD DECISION 
Most of the algorithms comprise calculation of threshold after a disparity measure is computed, to identify video shot boundaries. At 
the point, where a frames difference value exceeds the threshold value is labelled as shot boundaries. [8] proposed a simple 
threshold which was automatically computed on the histogram difference measure presented by [1] . This computation is based on 
entropy maximization of the distribution of the ID measure. [1]. proposed a twin-comparison technique to identify gradual 
boundaries. Instead of only one, two thresholds are used. A low threshold is used to identify possible frames at the start of a gradual 
transition, and a high threshold is used to identify shot boundaries. In [9] four thresholds were used. That is, one distinguishes pixels 
with high optical flow one determines pixels violating the smoothness constraint, one threshold shot changes, and, finally, the last 
one is used to remove false alarms. 

IV. PROPOSED METHOD 
In the proposed method, shot boundary is extracted using statistical features calculated from HSV color map. Color image consists 
of luminance and chrominance. Here chrominance information is stored in the form of an HSV color map. We motivated to use 
HSV map because human neural processing system identifies the color as on HSV color map [9].   
In this method frames are separated as .bmp format with its HSV color map. Color map for image of figure 1 is shown in figure 2. 
Table 1 is a sample of an HSV map. It is indicating 256 possible color shades with its chrominance level in form of HSV map. 
Mapping of RGB to HSV map is calculated using standard mathematical equations delineated in Eq. (6), (7), (8). As we can see 
from the color map each row represents the color of a bin. The row is composed of the three columns of the color space. The first 
column represents hue, second column represents saturation, and third column indicates value, thereby giving complete HSV map. 

퐻 = cos
1
2 [(푅 − 퐺) + (푅 − 퐵)]

(푅 − 퐺) + (푅 − 퐵)(퐺 − 퐵)
 

 

푆 = 1−
3

푅 + 퐺 + 퐵	
[min	(푅,퐺,퐵)] 

 
                  푉 = 	(푅 + 퐺 + 퐵)                                                               (6, 7, 8) 
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Table 1 Sample HSV Map of Figure 1. 
 
 
 
 
 
 
 
 
 
 

 
 

Video is made up of sequence of images. Its frame rate is defined as number of images per second given in Eq. (9). 

N= Total number of frame in a video 
R= Frame rate per second 
T=Length of video in seconds 

 
Figure 1. Sample Image  

Hq Sq Vq 
0.87634 0.55357 0.21961 
0.19298 0.39583 0.18824 

0.15 0.19608 0.2 
0.66288 0.49438 0.34902 
0.65409 0.51456 0.40392 

0.34 0.32051 0.30588 
0.33333 0.35417 0.37647 
0.50877 0.77869 0.47843 
0.36667 0.33708 0.34902 

              N= T × R                                                                                                                                                            (9) 
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Figure 2. HSV histogram of image of Figure1 

In this approach as shown in table 1 first and second order moments of HSV map has been calculated i.e. first and second order 
moments of each column is used as a color features and it can be found using equations Eq. (10), (11), (12), (13), (14), (15). 
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V. EXPERIMENT RESULTS & DISCUSSION 
The method was tested on video test set downloaded from youtube.com containing news, cartoon and cricket videos. All videos are 
containing significant camera effects like zoom-ins/outs, pans, and significant object and camera motion inside shot. Images are 
processed with its actual dimensions. Results are calculated on different types of video like cartoons, news, sports. We used  
As shown in figures 3.graph of inter frame difference versus frame number for a video sa2.avi. It shows sharp cut or shot are 
differentiated by higher difference. These sharp cuts are generated because of camera switching from one shot to another and 
sometimes due to editing effects too. Figure 4. shows first six transitions detected as shot boundary for a video sa2.avi. As we can 
see during sharp transitions content are changing drastically. Same can be visualized in figure 3 too. 
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Figure 3. Frame Number Vs Frame Difference for sa2.avi 

 
Figure 4. Shot Boundary detected for sa2.avi 

There are certain shots in a video were shots are changing gradually. We observed method is finding out the sharp transitions as well 
performing well in gradual transition also. Most of the research has considered threshold for practical evaluation but threshold is 
changing depends on type, content of the videos. So in this method frame rate is used as a threshold to find shot boundary. Figure 5, 
6, 7 and 8 show graph of Frame Number Vs Frame Difference and shot boundary detected for respective videos of a database. 
Results are shown in tabular and graphical form in Table 2 and 3 and in Figure 9. 
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Figure 5. Frame Number Vs Frame Difference for Test3.avi 

 
Figure 6. Shot Boundary detected for Test3.avi 

Usually two measures recall and precision defined in (1) and (2) are used to measure the effectiveness of cut detection algorithm. 
We define these measures using %pass and % fail to retrieve a correct shot. RS defines retrieved shots, CS indicates correct shots 
and MS means missed shots. 

 
Figure 7.Frame Number Vs Frame Difference for sa2.avi 
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Figure 8. Shot boundary detected for sa2.avi 

 
 

Figure 9. Experiment results 

Table 2. Results of Shot boundary detection 

Category Video Name Frames RS CS MS 

Sport 
sa1.avi 598 5 2 3 
sa2.avi 598 5 5 0 
sa.avi 3602 12 12 0 

Cartoon 
Test4.avi 626 4 4 1 
Test2.avi 626 5 5 0 
Test3.avi 626 5 5 0 

News 
it1.avi 598 5 5 0 
it2.avi 598 5 5 0 
it.avi 4501 14 13 1 
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Table 3 Shot boundary evaluation 
Category Video Name % Pass % Fail 

Sport 
sa1.avi 40.00 60.00 
sa2.avi 100.00 0.00 
sa.avi 100.00 0.00 

Cartoon 
Test4.avi 100.00 25.00 
Test2.avi 100.00 0.00 
Test3.avi 100.00 0.00 

News 
it1.avi 100.00 0.00 
it2.avi 100.00 0.00 
it.avi 92.86 7.14 

VI. CONCLUSION AND FUTURE WORK 
Experiment work was carried out on different types of video like sports, cartoon, and news. HSV features were extracted from 
various types of videos and using its statistical features shot boundary was detected successfully. Proposed algorithm significantly 
improves results than other color histogram based methods. It consumes less time to detect boundary locations. During experiment 
work it has been observed that shot boundaries were clearly detected at the place were content or background was changing 
drastically or camera switching was taken place. In all categories of videos shot boundaries are detected with % pass rate more than 
90%. In one of the sport category video pass rate obtained is less due to extreme gradual transitions. Gradual changes are detected in 
most of the cases. Frame rate i.e. assumption was camera shot must be of minimum one seconds gives very satisfactory results for 
both cut and gradual boundary detection. When boundary is detected but distance between previously detected boundary and current 
boundary is less than frame rate, it is considered as a continuation of previously detected shot. Because this in certain cases it was 
observed, though shot boundary was there but yet merging of consecutive shots taken place and so we missed the shot position there.  
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