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Abstract: Sign language is an essential means of communication for deaf and hard-of-hearing individuals. However, unlike 
spoken languages which have a universal language, every country has its own native sign language. In India, the Indian Sign 
Language (ISL) is used. This survey aims to provide an overview of the recognition and translation of essential Indian sign 
language. While significant research has been conducted in American Sign Language (ASL), the same cannot be said for Indian 
Sign Language due to its unique characteristics. The proposed method focuses on designing a tool for translating ISL hand 
gestures to help the deaf-mute community convey their ideas. A self-created ISL dataset was used to train the model for gesture 
recognition. The literature contains a plethora of methods for extracting features and classifying sign language, with a majority 
of them utilizing machine learning techniques. However, this article proposes the adoption of a deep learning method by 
designing a Convolution Neural Network (CNN) model for the purpose of extracting sign language features and recognizing 
them accurately. This CNN model is specifically designed to identify complex patterns in the data and use them to efficiently 
recognize sign language features. By adopting this approach, it is expected that the recognition of sign language will improve 
significantly, providing a more effective means of communication for the deaf and hard-of-hearing community. 
 

I.      INTRODUCTION 
People with disabilities or differently-abled individuals are often isolated from accessing proper healthcare, education, and other 
social interactions. This is where assistive technology can make a significant difference in improving their quality of life. One of the 
major disabilities that human beings have been facing for centuries is deafness and vocal impairment. This condition hinders a 
person's ability to communicate in verbal languages, leading to their isolation from the rest of the verbally communicating society. 
To communicate, they rely on sign language, which involves using hand gestures, facial expressions, and eyebrow movements. 
However, sign language is not universal and differs from region to region. This language barrier makes it difficult for them to 
interact with people outside their immediate circle, and often require the assistance of a manual translator. Therefore, there is a need 
for more advanced and accessible technologies that can help bridge this communication gap and enable them to interact more freely 
with the rest of society.  
In India, Indian Sign Language (ISL) is a primary means of communication for the hearing and vocally impaired community. This 
community comprises over two million people in India, and among them, approximately one million adults and half a million 
children rely on ISL to communicate effectively [7]. As a result, ISL is a crucial aspect of the lives of these individuals, enabling 
them to express themselves and communicate with others effectively. By recognizing the importance of ISL and supporting its 
continued use, we can help to improve the quality of life for this community and ensure that their voices are heard. While a manual 
sign language translator can be a helpful tool, it is not always practical and can even interfere with an individual's privacy. In order 
to address these issues, an automated sign language translator is a much more effective solution. Such a translator is designed to 
convert sign language into natural language and output the translation as both text and speech. This innovative technology allows 
individuals who are deaf or hard-of-hearing to communicate more freely and effectively, without the need for an intermediary 
translator. By providing an automated solution, the privacy of the individual is protected, while also enabling them to communicate 
more easily with others. To address this challenge, prior works in the field are reviewed before presenting the proposed method. The 
proposed method is then described, including the experiments conducted and the results obtained.  
The paper provides a comprehensive discussion on the related works in the field before delving into the proposed method for 
solving the problem at hand. The experimental results are presented in detail, along with the limitations of the system and potential 
avenues for future work. In particular, the proposed method is carefully designed to overcome the challenges associated with sign 
language translation to text and speech. The experimental setup is described in detail, along with the datasets used for training and 
testing the model.  
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The results are analyzed and compared with existing state-of-the-art methods in the field, showcasing the effectiveness of the 
proposed approach. Additionally, the limitations of the system are discussed, highlighting potential areas for improvement. Finally, 
the paper concludes by summarizing the key findings and outlining directions for future research. 
 

II.      RELATED WORKS 
The technique was proposed named Bag of Visual Words model to recognize Indian sign language alphabets and digits in a live 
video stream [1]. Skin color-based segmentation and SURF feature extraction were utilized, and both Support Vector Machines 
(SVM) and Convolutional Neural Networks (CNN) were employed for classification. As there was no standard dataset available, the 
authors created a custom dataset for Indian Sign Language (ISL) recognition. They captured 36,000 grayscale images of American 
Sign Language (ASL) signs. Both SVM and CNN classifiers exhibited high accuracy rates on the testing set of images, with SVM 
achieving 99.14% accuracy on test data and an overall accuracy of 99% for alphabets and digits. 
A team proposed the development of a real-time sign language recognition system utilizing a hybrid CNN-RNN architecture to 
identify sign language words from real-time videos [2]. The system achieved remarkable results with a top-1 accuracy of 95.99% 
and a top-3 accuracy of 99.46% on the test dataset. The proposed sign language recognition system involved using ConvNet to 
extract features from videos and Long Short Term Memory and Recurrent Neural Network (LSTM-RNN) to learn and recollect 
temporal dependencies. Transfer learning was used in the system by utilizing a pre-trained Inception V3-CNN model for feature 
extraction from sign videos. They created a CasTalk-ISL dataset for sign language recognition, which included 5000 videos with 50 
ISL words and 100 samples recorded from 10 subjects each. 
Akaksha Tyagi and Sandhya Bansal analyzed the challenges associated with accurate feature extraction for automatic gesture 
recognition in ISL and a hybrid approach, HFSC, was introduced, which integrated FAST and SIFT for feature extraction and 
utilized CNN for classification of static single hand ISL gestures [3]. This algorithm achieved an accuracy of 97.89% for uniform 
datasets and a comparable accuracy of 95% for complex background datasets. It highlighted the necessity of fusing traditional 
computer vision techniques with advanced deep learning models to develop more accurate and efficient models for ISL recognition, 
while reducing computational time. 
A deep convolutional neural network (DCNN) model was developed to recognize various symbols in Indian Sign Language (ISL), 
with 100% accuracy on unseen test data [4][5]. The DCNN model uses a transfer learning architecture, making it train very fast, and 
has the advantage of automatic feature extraction during training. The DCNN model uses a transfer learning architecture, making it 
train very fast, and has the advantage of automatic feature extraction during training. 
Another deep learning - based methodology utilizing a convolutional neural network (CNN) architecture was proposed to develop 
an ISL static alphabet recognition system. The proposed method achieved an impressive testing and validation accuracy of 98.64% 
[7]. It also provides a comprehensive review of various techniques, approaches, and architectures for Indian Sign Language (ISL) 
recognition, which include finger spelling, dynamic alphabets, co-articulation detection, and sentence identification. A similar 
method involves capturing hand gestures using a web camera and processing the images with OpenCV video streams boasting an 
impressive 95% accuracy using the CNN model [9]. 
To assist individuals with speech impairments in communication through hand-based gestures, the Microsoft Kinect RGBD camera 
has been utilized to propose a real-time hand gesture recognition system [8]. Computer vision techniques, such as 3D construction 
and affine transformation, were applied to isolate hand gestures from background noise by mapping the pixels of the depth and RGB 
camera. The model achieved an accuracy of 98.81% on training, using 45,000 RGB images and 45,000 depth images. It accurately 
predicted Indian Sign Language static gestures in real-time. The article emphasized the potential benefits of utilizing CNN features 
to enhance the accuracy and efficiency of computer vision applications, particularly for large datasets and complex tasks. In real-
time, the system was demonstrated to perform well, but the burden of carrying around a bulky Kinect camera was noted as a 
practical concern [12].  
 

III.      DATASET 
As no standard dataset for ISL alphabet gestures is available, a dataset from  Kaggle which consists of 35,000 images with around 
1,000 images per gesture has been used for analysis of Deep Learning (DL) algorithms. Dataset comprised 26 classes and 9 numeral 
classes.  The training and test split is 80% and 20% respectively. Each class has about 800 images for training and 200 images for 
testing purposes. So, the total number of images is 28,000 for training and 7,000 for testing. The images are stored in the folders that 
are named according to their translation. For reading the dataset, each folder is open simultaneously and the images are read in it. 
The labeling of the images is done at the same time.  
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Based on the properties of the Kaggle dataset, a similar dataset with similar structural specifications is created by us. The standard 
gestures for ISL were referred from the official Indian Sign Language Portal (https://indiansignlanguage.org/). It includes 21,600 
images with 600 images per gesture for 36 classes. This dataset comprises 26 alphabets and 9 digits and 0. Each class has about 500 
images for training and 100 images for testing purposes. So, the total number of images is 18,000 for training and 3,600 for testing. 

 
Sample gestures obtained from official ISL portal. 

A. Preprocessing  
In the initial phase of gesture recognition, the image undergoes a series of preprocessing techniques to ensure that it is ready for 
feature extraction. The first step in this process is to standardize the dimensions of the image to maintain uniformity of scale. To 
remove noise and maintain image quality, the image is converted to grayscale and a Gaussian filter is applied. Next, adaptive 
thresholding is utilized to differentiate between the foreground objects of interest and the background based on variations in pixel 
intensity across the different regions of the image. This method helps to enhance the contrast of the image and highlights the areas 
that need to be focused on. To segment the hand from the rest of the image, a mask is created by selecting the maximum connected 
region in the foreground. This region is then identified as the hand and is isolated for further analysis. Finally, the Canny function is 
applied to the image to detect its edges.  
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By calculating the gradient of each pixel, this function is able to identify areas of rapid change in intensity and highlight the edges of 
the image. Although the intensity of the image may shift from its original state due to the application of this function, the resulting 
edge detection makes it easier to identify and extract meaningful features. By applying these preprocessing techniques, the image is 
prepared for feature extraction and subsequent classification, providing a strong foundation for accurate and reliable gesture 
recognition. 

 
Image at each preprocessing stage. 

 
B. K-Nearest-Neighbor (KNN) 
The K-Nearest-Neighbor (KNN) Classification algorithm is a powerful machine learning technique for image classification. The 
algorithm builds a feature space based on the nearest training data to classify images. It works by converting each image into a 2D 
array for fast calculation of pairwise distance, followed by splitting the data into training and testing sets. During training, the 
algorithm stores only the labels and the parameter vectors necessary for training the images. In classification, the KNN algorithm 
assigns the k nearest neighbors to the unlabeled query points. The image is then classified based on the labels of its k nearest 
neighbors. It is recommended that k is an odd number and should be less than or equal to the square root of n, the total number of 
samples [14]. Choosing a small k value increases the influence of noise on the result, while a large value slows the system 
performance. To find the most suitable k value, an error plot was used. In this study, a k value of 5 was used since it resulted in the 
lowest error rate and number of classes was 26. Once the k value is set, the image array is classified based on the majority class of 
its k nearest points, calculated using Euclidean distance. The Euclidean distance formula calculates the distance between two points 
in an n-dimensional space. 

,)݀ (ݍ  =  ඩ


ୀଵ

݅ݍ) −  ଶ(݅

Where, p and q are the two points in the Euclidean n-space, qi and pi are the Euclidean vectors, starting from the origin of the space 
(initial point) and n is the n space. The effectiveness of the KNN algorithm is measured by evaluating the error rate for different 
values of k. It is observed that as the value of k increases, the error rate also increases.  
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In order to overcome this challenge, a k value of 5 is deemed appropriate since it can effectively minimize noise interference while 
still providing a high level of accuracy. As a result, the KNN model achieves an accuracy rate of 80.59%, demonstrating its ability 
to accurately recognize sign language gestures. 

 
Work flow of KNN [14]. 

 
C. Support Vector Machines (SVM) 
The Support Vector Machine (SVM) is a powerful and widely used supervised model that can handle both linear and non-linear 
problems for classification and regression. It uses the concept of decision planes to define boundaries for making decisions, making 
it an effective tool for classification tasks [1]. In this specific case, SVM with a linear kernel was used for classification. To train the 
model, two files were loaded using the pickle module: X and y. The X file contained an array of pixels from the image, while the y 
file contained labels for the array in the X file. After loading the dataset, it was split into training and testing data. The training data 
was used to train the SVM model, while the testing data was used to evaluate the performance of the classifier. It is important to 
split the dataset into training and testing data to ensure that the model is not overfitting or underfitting on the data. Typically, the 
training data consists of 80% of the dataset, while the remaining 20% is used for testing purposes. Once the training is complete, the 
model's performance is evaluated on the testing set. This evaluation helps to determine how well the model generalizes to new data 
and whether it can be used effectively for real-world applications. Overall, SVM with a linear kernel is an excellent choice for 
classification tasks, and by properly splitting the dataset into training and testing data, we can ensure that our model is performing 
optimally. Using the linear kernel, the SVM model obtained an accuracy of 78.66%.  

 
Work Flow of SVM. 
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D. Convolutional Neural Network (CNN)  
Convolutional Neural Networks (CNNs) are highly effective models for image recognition and classification tasks. They are 
inspired by the human visual cortex and work by comparing images piece by piece using a filter map that slides over the local 
patches of the image. These pieces are called features, and they compare two images by finding approximately the same features at 
approximately the same locations. Compared to other neural networks, CNNs have a better ability to see images and classify them. 
Our proposed architecture for Indian Sign Language recognition using CNNs consists of multiple convolutional and dense layers. 
The CNN is 3 layers deep, starting with a group of 2 convolutional layers with 32 filters and a window size of 3 × 3, followed by a 
max pool layer and a dropout layer. Another group of 2 convolutional layers with 64 filters, a max pooling layer, and dropout layer 
follow this. Then, there are another 2 convolutional layers with 64 filters and a max pooling layer, and at the end, a fully connected 
hidden layer with 512 neurons of the ReLU activation function and an output layer of the softmax activation function. The model is 
compiled with the Adam optimizer and computes the loss with sparse categorical cross-entropy. The first convolutional layer takes 
an input image, and the final output layer consists of 26 neurons, each corresponding to a category of the ISL signs. The proposed 
architecture is based on the principles of feature extraction, where the convolutional layers detect patterns in the input images, and 
the dense layers classify the features. The architecture of our proposed CNN model is a common and effective approach for 
recognizing sign language gestures. By training our model on a pre-created ISL dataset, we were able to achieve high accuracy in 
recognizing the gestures. The proposed method has the potential to be useful in designing an ISL hand gesture motion translation 
tool. This algorithm achieved an accuracy of 96.09% for a uniform dataset. 

 
Work Flow of CNN [14]. 

 
E. Comparison of KNN, SVM and CNN model 
Based on the available dataset, it can be inferred that the CNN model has the highest accuracy of 96.09% among the three 
classification models. This indicates that the CNN model is well-suited for the recognition of Indian Sign Language. The SVM 
model has an accuracy of 78.66% which is relatively lower than the CNN model. The KNN model has an accuracy of 80.59%, 
which is also lower than the CNN model. These results highlight the importance of using a deep learning-based approach like CNN 
for Indian Sign Language recognition. The high accuracy of the CNN model is due to its ability to automatically extract relevant 
features from the input data. This feature extraction capability of CNNs is especially useful for image recognition tasks like sign 
language recognition. Moreover, the use of dropout layers in the CNN architecture helps in avoiding overfitting, which can lead to 
better generalization performance. 

 
Comparisons of accuracies achieved by different models on the same datasets 
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Hence CNN model is best for our system and will be trained on our custom created dataset. Also the model will be tuned to gain 
optimum accuracy and precise classification. It will be used along with a webcam to operate in real time for sign language 
translation. 
F. Proposed system for real time implementation  
Flow chart of the project:  

 
Flow chart of the project [9] 

 
The flow chart explains the steps occurring to accomplish the objectives of the project. These steps have been explained in a greater 
detail below:  
1) Image Acquisition from Camera: The gestures are captured through the web camera. This OpenCV video stream is used to 

capture the entire signing duration. The frames are extracted from the stream and are processed as grayscale images with the 
dimension of 50*50. This dimension is consistent throughout the project as the entire dataset is sized exactly the same. 

2) Hand Region Segmentation: The captured images are scanned for hand gestures. This is a part of preprocessing before the 
image is fed to the model to obtain the prediction. The segments containing gestures are made more pronounced. This increases 
the chances of prediction by many folds.  

3) Hand Detection and Tracking: The preprocessed images are fed to the keras CNN model. The model that has already been 
trained generates the predicted label. All the gesture labels are assigned with a probability. The label with the highest 
probability is treated to be the predicted label. 

4) Hand Posture Recognition: The model accumulates the recognized gesture to words. The recognized words are converted into 
the corresponding speech using the pyttsx3 library. The text to speech result gives a feel of an actual verbal conversation. 

 
G. Proposed CNN model for System 

 
CNN architecture of the proposed system 
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The CNN model for this project is designed to recognize hand gestures from grayscale images of size 128x128. The model consists 
of 11 layers, including 3 convolutional layers, a max pooling layer, a flattening layer, and 3 dense layers. The first convolutional 
layer has 32 filters of size 3x3 and accepts an input image of size 128x128. This layer is responsible for identifying low level 
features like lines. The resulting activation map has a size of 126x126x32. A rectifier linear unit (ReLU) activation function is 
applied to the output of this layer to eliminate negative values and replace them with 0. A max pooling layer with a pool size of 2x2 
is then applied to reduce the activation map to 63x63x32 by considering only the maximum value in each 2x2 region of the map. 
This step increases the probability of detecting the desired feature. The second convolutional layer is then applied to identify higher 
level features like angles and curves. It has 32 filters of size 3x3 and results in an activation map of size 61x61x32. Another max 
pooling layer is applied to reduce the activation map to 30x30x32. A third convolutional layer is then applied to identify even higher 
level features like gestures and shapes. This layer has 64 filters of size 3x3 and reduces the activation map to a size of 28x28x64. A 
max pooling layer is applied to further reduce the activation map to a size of 14x14x64. The activation map is then flattened to a 1D 
array of length 12544. A dense layer with 128 units is added to expand the array to 128 elements. A dropout layer is then applied 
with a rate of 0.4 to randomly drop out some elements of the array to reduce overfitting. Another dense layer with 96 units is added 
to further reduce the array to 96 elements, and another dropout layer is applied with a rate of 0.4. Finally, a dense layer with 64 units 
is added to reduce the array to 64 elements, followed by a dense layer with 10 units and a softmax activation function to output the 
probability distribution over the 10 possible classes. The model is then compiled with the Adam optimizer, categorical cross entropy 
loss function, and accuracy metric. The categorical cross entropy loss function is used because there are more than two classes in the 
output. 
 
H. Parameter Tuning of Proposed Model 

Parameter Values Validation Accuracy 

Batch Size 8 
16 
32 

94.97 
95.12 
95.36 

Learning Rate 0.1 
0.01 
0.001 
0.0001 

80.56 
92.41 
95.36 
94.55 

Number of Epochs 7 
10 
15 

91.12 
95.36 
95.36 

Validation Steps 10 
15 

94.85 
95.36 

Optimizers RMSProp 
SGDM 
Adam 

89.72 
93.52 
95.36 

 
Batch sizes of 8, 16, 32 have been tried and the best result was found with 32. Similarly, the number of epochs 7, 10, 15 are used 
and 10 found best as after 10 if we were increasing epochs it didn’t show any accuracy up-gradation. Different learning rates 
analyzed are 0.1, 0.01, 0.001, 0.0001, and 0.001 is found to be the best. If the learning rate becomes too high, gradient descent can 
unintentionally increase rather than decrease the training error. If the learning pace is so poor, learning is not only harder but could 
be forever left with a high training error. The validation frequency selected is 10 because by using more than 15 accuracies 
decreased. After analyzing these parameters the CNN model was proposed which involves multiple types of layers such as 
convolutional, pooling layer, dropout layer, etc., different activation functions are shown below.  
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The padding is used in the first convolution layer. In convolution layers stride considered is 2*2. In between convolution and 
activation function, the Dropout layer is present. The Dropout layer is used to improve network learning. The Dropout layer 
randomly sets input units to 0 with a frequency of rate at each step during training time, which helps prevent overfitting. Further 2 
activation functions ReLU and Leaky ReLU are analyzed and found ReLU outperformed Leaky ReLU for this dataset. The ReLU 
activation function is a simple calculation that directly returns the specified value as input, or the value 0.0 if the input is 0.0 or less. 
Max pooling is used after the first, second, and third ReLU layer. This reduces the dimensions of the image and so does the feature 
size. In max-pooling layers, kernel size used is 2*2 and stride is also 2*2.  

 
 
The CNN architecture proposed was thoroughly analyzed using three different optimizers: Sgdm (Stochastic gradient descent with 
momentum), RMSProp (Root mean square propagation), and Adam (Adaptive moment estimation).  
Stochastic Gradient Descent with Momentum (Sgdm) is an iterative approach that optimizes objective functions with sufficient 
smoothness properties. This method is a stochastic approximation to gradient descent optimization, as it replaces the real gradient 
calculated from the entire dataset with a gradient calculated from a randomly chosen subset of the data. This is useful in cases where 
the dataset is huge, as it allows the global minima to be more easily obtained. However, mini-batch learning rates need to be 
carefully selected as small learning rates can lead to slow convergence while high learning rates can cause fluctuations in the loss 
function around the minimum. To address this issue, momentum is added to the algorithm to accelerate convergence in the required 
direction [19]. 

ܹ =  ܹ −  (1)                                                                       ݐܸ 
= ݐܸ ݐ)ܸߚ  − 1)  +  (2)                                     (ݕ,ܺ,ܹ)ܮߘߙ 
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In mathematical equations Eq. (1), (2) of Sgdm optimization, L is the loss function, ∇ nabla sign is for the gradient concerning 
weight, and ߙ represents the learning rate and ߚ is the momentum which is usually 0.9  
RMSProp, short for Root Mean Square Propagation, is a widely used and speedy optimizer algorithm for deep learning. It is 
regarded as an upgraded version of Adagrad, another adaptive learning rate algorithm. The problem with Adagrad is that it 
experiences a sharp increase in the learning rate, which can be detrimental to model training. RMSProp overcomes this issue by 
calculating the running average of the squared gradients to stabilize the learning rate. Essentially, this approach focuses on the 
magnitude of recent gradient descent to regulate the gradient. RMSProp dynamically sets the learning rate and assigns a unique 
learning rate to each parameter. To do so, it divides the learning rate by the average of the exponential decay of squared gradients. 
This way, RMSProp ensures that the model converges efficiently while also preventing the learning rate from getting too high [19]. 

ܹ =  (ܹ௧ିଵ)
ିఈ

√ௌ௧ାఌ
× ௗ

ௗௐ
                                                        (3) 

௧ܵ  = ௧ܵିଵ ߚ  +  (1− ](ߚ ௗ
ௗௐ

]ଶ                                                  (4) 

where ߙ represents the learning rate, ௗ
ௗௐ

gradient of loss function w.r.t weights. ߝ is a small positive constant, St represents the 
exponentially weighted average and ߚ the hyperparameter represents the momentum which is usually 0.9.   
Adam, which stands for Adaptive Moment Estimation, is an optimization algorithm that combines the strengths of two popular 
gradient descent optimizers: RMSProp and Adagrad. The algorithm is designed to compute the adaptive learning rate for each 
parameter by utilizing the first and second moment estimates of gradients. Compared to Adagrad, which uses a simple average of 
past gradients, Adam employs an exponential moving average of the gradients to scale the learning rate. This helps to ensure that the 
algorithm remains adaptive to the changing gradients, resulting in better optimization performance. Additionally, Adam holds the 
average of past gradients in an exponential decay, which allows it to retain less memory than other optimization algorithms. 

௧ܹାଵ  =  (ܹ௧)
ିఈ

√ௌ௧ାఌ
ݐܸ ×                                        (5) 

ݐܸ  = ଵ ௧ܸିଵߚ   +  (1 − (ଵߚ  ௗ
ௗௐ

                             (6) 

ݐܵ  = ଶ ௧ܸିଵߚ  +  (1 − ] (ଶߚ  ௗ
ௗௐ

]ଶ                           (7) 

where ߙ is the learning rate, ܸݐ   and ܵݐ  are the bias-corrected estimates of first and second moment respectively. Hyper-parameters 
β1, β2 are to regulate the exponential rate of decay of such moving averages. All parameters considered for all optimizers are 
default.  
 
I. Outputs 
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IV.      CONCLUSION 
The project is a simple demonstration of how CNN can be used to solve computer vision problems. A communication translator 
interface for sign language translation is obtained which has an accuracy of 95%. The project can be extended to other sign 
languages by building the corresponding dataset and training the CNN. Sign languages are spoken more in context ,thus the project 
is able to solve a subset of the Sign Language translation problem. The main objective has been achieved, that is, the need for an 
interpreter has been eliminated. There are a few finer points that need to be considered when we are running the project. The 
threshold needs to be monitored so that we don’t get distorted grayscales in the frames. If this issue is encountered, we need to either 
reset the histogram or look for places with suitable lighting conditions. The other issue that people might face is regarding their 
proficiency in knowing the ISL gestures. Bad gesture postures will not yield correct predictions. This project can be enhanced in a 
few ways in the future, it could be built as a web or a mobile application for the users to conveniently access the project, also the 
existing project only works for ISL, it can be extended to work for other native sign languages with enough dataset and training.  
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