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Abstract: The incorporation of deep learning methods into public security video investigation systems is investigated in this 
review article with special attention to their transforming ability in improving real-time surveillance and crime prevention. With 
the rapid developments in machine learning and computer vision, deep learning models which includes Convolutional Neural 
Networks, and Recurrent Neural Networks (RNNs) have shown astonishing capacity in automating video surveillance tasks 
including finding objects, activity recognition, and anomaly detection. These models are highly useful for public safety 
operations since they enable crowd management, identification of suspicious behaviour, and even specific actions like theft or 
assault.  
Examining the technical architecture of these systems, the paper emphasises on the part edge computing and cloud computing 
play in allowing scalability and real-time data processing. While edge computing provides localised processing to lower latency 
and increase response times, cloud-based solutions guarantee perfect integration and storage of vast video information. 
Moreover, the study tackles the difficulties in applying deep learning in public security including privacy issues, data security, 
ethical questions, and the necessity of laws.  
Notwithstanding these difficulties, the research underlines how these technologies might help to enhance security operations, 
lower human error, and raise operational efficiency.  
Future research directions—such as improving model robustness, combining multimodal data sources, and creating more 
ethical and transparent artificial intelligence systems—also come out of the review. In the end, this paper offers a thorough 
summary of the present situation and future possibilities of deep learning in public security video investigation systems, so 
illuminating their ability to change the scene of public safety. 
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I. INTRODUCTION 

Often used in law enforcement, security, and forensic applications, advanced technology solutions meant to analyse, process, and 
extract actionable insights from video data are known as video investigation systems These systems track items of interest in real-
time or from archival footage using features such video analytics, object recognition, facial recognition, motion detection, and 
behavioural analysis.  
By Using artificial intelligence (AI) & machine learning (ML), they raise the accuracy and efficiency. of investigations, thereby 
facilitating the detection of abnormalities, pattern identification, and correlation of events spanning several video sources. Modern 
video investigation systems preserve data integrity and security while being linked with cloud-based platforms that enable flawless 
storage, retrieval, and sharing of video evidence over distributed networks [1], [2]. These technologies guarantee safety rule 
compliance and support several uses including traffic monitoring, incident reconstruction, and crime scene analysis. To raise the 
quality of low-resolution or hidden footage, they are sometimes furnished with tools for video enhancement like noise reduction, 
frame rate change, and image sharpening.  
Advanced systems might also integrate time-stamping and geo-tagging tools, therefore enabling contextual analysis and offering 
vital evidence in court procedures. Concerns regarding privacy are growing, hence these systems follow rigorous legal guidelines to 
guarantee moral use and reduce the exploitation of surveillance data. Modern security ecosystems cannot function without video 
investigation systems, which provide scalability, accuracy, and flexibility to handle changing issues preserving public safety and 
order [3]–[5]. 
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Fig. 1 Video Investigation Systems [6] 

 
A Cloud-Enabled Deep Learning Framework for Public Security Video Investigation Systems offers a novel method to improve 
video analytics for incident response, public safety, and criminal prevention. To evaluate enormous volumes of video footage in real 
time and enable actionable insights for public security authorities, this system combines cutting-edge deep learning algorithms with 
the scalability and efficiency of cloud computing. These systems can analyse high-quality video inputs from many sources—
including CCTV cameras, drones, and body-worn cameras—including CCTV cameras, drones, and minimum latency by using the 
computational capability of the cloud. Trained to execute tasks like facial awareness, object identification, anomaly detection, & 
behaviour analysis Deep learning aspects of the framework—convolutionsal neural networks (CNNs) & recurrent neural networks 
(RNNs)—are remarkably accurate. These qualities considerably increase the efficiency of security. operations by enabling the 
system to spot criminals, find missing objects, and track crowds for suspicious activity. The capacity of cloud integration to offer 
nearly limitless storage and processing resources—which are vital for managing the rising volume and complexity of video footage 
produced in public areas—is a big benefit. The architecture provides real-time data streaming and processing, therefore allowing 
security agencies to act fast in crucial events. Furthermore, the centralised design of the cloud enables several stakeholders—law 
enforcement, forensic professionals, and emergency responders—to access and examine data concurrently from several sites, so 
facilitating cooperative investigations. Modern encryption and safe access mechanisms provide the protection of private 
information, therefore addressing issues about data breaches and privacy [7], [8]. Edge computing is also included into the system to 
augment cloud capabilities and enable local preliminary data processing at the data source. In settings with restricted connectivity, 
this hybrid method guarantees continuity of operations, lowers bandwidth use, and lessens stress on cloud servers. Trained on large 
datasets, the deep learning models applied in this framework identify anomalies with great accuracy. CNNs are used, for instance, 
for image and video categorisation, thereby helping to identify weapons, license plates, and faces. Using their capacity to grasp 
temporal sequences, RNNs provide behaviour prediction and activity recognition, therefore enabling the system to detect possible 
hazards in real time. Often used to fit pre-trained models to certain public security situations, transfer learning methods help to save 
computing resources and time by doing so. Moreover, the system uses unsupervised learning techniques for anomaly detection—
that is, for the identification of odd trends or behaviours deviating from the norm even in the lack of labelled training data. 
This framework's main characteristic is scalability since it can be used all over areas to track public gatherings and major events 
throughout cities. By means of cloud-native tools and microservices architecture, the system guarantees dynamic resource allocation 
depending on demand, thereby preserving good performance under diverse workloads. The framework also links with Internet of 
Things (IoT) devices including smart cameras and sensors to boost its capacities. IoT integration allows geotagging, environmental 
monitoring, connecting of video footage with other data streams—including media feeds and emergency notifications conceivable. 
This whole method provides a complete situational awareness that enhances crisis decision-making. The performance of the 
framework is maximised using noise reduction, frame interpolation, & resolution enhancement. These techniques improve the 
quality of video data, thereby supporting the significant feature extraction technique for deep learning models. By combining hours 
of video footage into short pieces utilising video summarising technologies, the framework additionally emphasises significant 
events and reduces the time needed for hand inspection. Natural language processing (NLP) integrated for automatic tagging and 
metadata development helps to simplify data management and  retrieval even more. Implementing such systems presents a major 
difficulty in guaranteeing adherence to ethical and legal standards [9], [10].  
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Strong privacy-preserving features like anonymising personal data, differentiated privacy approaches, and data governance policy 
adherence are included into the system. Automated auditing systems track video data use to guarantee responsibility and stop abuse. 
Public awareness efforts also aim to inform people on the advantages and protections of the system, hence building acceptance and 
confidence. The great influence of the framework on public security helps to enable faster response times, better investigation 
accuracy, and more effective resource allocation. The system releases human resources for strategic decision-making by automating 
routine processes such evidence compiling and video review. Predictive analytics improve its value even more since it helps to 
understand criminal trends and supports proactive prevention of events. Future-proof the system by means of the cloud-enabled 
infrastructure, which guarantees that it stays flexible enough to accommodate developing technologies such advanced artificial 
intelligence models and quantum computers [11], [12]. 
 

II. RELATED WORK 
Ibrahim 2022 et al. [13] has become a necessary in our life, especially following the epidemic of the era of COVID-19, and with the 
increase of overlapping data over the Internet and networks with an increasing and great speed, the need of protecting those data and 
applications, especially as the usage of cloud computing, increases. Objectives: Searching for the best solutions to provide the 
necessary protection against data risks via cloud computing, thus the demand has become more urgent to access enormous storage 
resources and applications easily and process them anywhere with flexibility and better security. Methods: This work uses one of 
the encryption techniques to encode a large collection of images; subsequently, we used the Convolutional Neural Network (CNN) 
algorithm, a frequently applied deep learning method for picture identification. Deep learning undoubtedly has many models that let 
to expedite and increase the accuracy in the appearance of the results, including the ResNet50 model, in which we developed the 
model by training many encrypted photographs. Without decoding the encrypted photos, this model helped them to classify and 
identify them. Results: It was shown that the deep learning method of the ResNet50 model could be applied to classify encoded 
images such that the encrypted image could be found without decodes. On the test set, the proposed model scored 99.75%, Recall 
(94.12%), Precision (94.23%), and F1-score (94.70%). This implies the feasibility of this approach for categorising encoded images 
in class.  
Attaallah 2022 et. al [14] has led to significant improvements and breakthroughs. With the advent of digital healthcare, early disease 
diagnosis is now within reach, and more people have simpler access to the services they need. Despite these encouraging results, 
everyone involved is understandably worried about the safety of patient information. The healthcare industry is among the most 
common targets of cybercrime, according to data breach statistics. Breach rates involving sensitive patient information have 
increased at an alarming rate in the past few years. Professionals in the healthcare industry are developing new strategies, 
procedures, and technologies to deal with the problem of healthcare data security. With respect to big organisational conditions, the 
author has highlighted the crucial measurements and criteria to ensure a vast volume of data in this work. Preventing businesses and 
programmers from accomplishing their objectives is the purpose of security measures. Using multiple iterations of two historical 
approaches to big data security analysis, this work seeks to catalogue and rate the security procedures used to detect and resolve 
issues. The authors are utilising the Fuzzy Analytic Hierarchy Process (Fuzzy AHP) method to examine data security in general and 
prioritise its importance. Plus, we have done quantitative research on the most important weight-related aspects. Experts can use the 
findings to strengthen the safety of big data. 
Minaee 2022 et al. [15] There are a number of segmentation methods published in academic journals; these methods have several 
important applications such as scene interpretation, medical image analysis, robotic perception, video surveillance, augmented 
reality, and picture compression. This is where the new photo segmentation approaches that use DL models came from, motivated 
by the widespread popularity of DL. A convolutional pixel-labeling network, an encoder-decoder architecture, a multiscale and 
pyramid-based approach, a recurrent network, a visual attention model, and generative models in adversarial settings are all part of 
the novel work in semantic and instance segmentation that we survey in detail. We take a look at the connections, advantages, and 
disadvantages of these DL-based segmentation models, go over the often utilised datasets, compare their performances, and discuss 
intriguing avenues for further research. 
Chen 2022 et al. [16] should prove useful in a variety of settings and has promising future prospects. The development of numerous 
interdependent technologies is the backbone of the Metaverse. Thus, it is undeniable that the expanding Metaverse poses more 
complex and consequential security concerns. Along with introducing several technologies that are relevant to the Metaverse, we 
also discuss some potential privacy and security issues that may arise in the Metaverse. We offer modern privacy and security in the 
Metaverse as a consequence of these technical advancements. In addition, we raise a number of important concerns regarding the 
potential Metaverse.  
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Taking everything into account, this survey provides a comprehensive examination of the privacy and security issues raised by key 
technologies in Metaverse applications. The results of this poll should point researchers in the direction of promising new directions 
for Metaverse development, particularly with regard to privacy and security. 
Reed 2022 et al. [17] washed over by an era of smartphones and cloud computing, which had far-reaching consequences for the 
future of contemporary scientific computing. A critical juncture has arrived in the history of high-performance computing (HPC). 
Over the last 60 years, national labs in the US have commissioned nearly all of the world's fastest supercomputers for scientific 
research. Transitions are commonplace these days. Expenses are now exceeding the limits of U.S. government funding for advanced 
computing, even though Japan and China are leaders in the tailored HPC systems backed by government requirements. The political 
unrest surrounding production sites and the global shortage of semiconductors are affecting everyone. There has been yet another 
fundamental change, perhaps even more significant. The major cloud providers have put money into global, extremely powerful 
systems that dwarf current HPC facilities. The increasingly processing-intensive nature of AI is driving the trend towards cloud 
systems built with custom semiconductors, which is putting pressure on traditional computing vendors financially. By breaking new 
ground in computer vision and game playing, these cloud systems are presently changing the way we think about scientific 
computation. Embracing end-to-end co-design, custom hardware configurations and packaging, large-scale prototyping (as was 
common thirty years ago), and cooperative partnerships with leading computing ecosystem companies, smartphone vendors, and 
cloud computing vendors will help build the next generation of leading edge HPC systems by reevaluating many fundamentals and 
historical approaches. 

TABLE 1 LITERATURE SUMMARY 
Authors/year Model/method Research gap Findings 

Gill/2022 [18] AI-driven autonomy enhances 
emerging computing paradigms' self-
management capabilities. 

Scalable AI/ML integration for 
autonomous, multi-paradigm 
resource management challenges. 

AI/ML integration improves 
autonomy, but scalability and 
complexity remain challenges. 

Pham/2022 [19] Aerial computing bridges gaps, 
enhancing scalability, mobility, and 
smart applications. 

Lack of comprehensive design and 
systematic review in aerial 
computing. 

Aerial computing enhances 
mobility, scalability, and supports 
diverse smart applications. 

Liang/2022 [20] Edge YOLO improves object 
detection efficiency in autonomous 
vehicles, reducing energy. 

Existing object detection systems 
lack energy efficiency and 
timeliness in vehicles. 

Edge YOLO enhances efficiency, 
accuracy, and energy use in 
autonomous vehicles. 

Montasari/2022 
[21] 

AI's national security uses raise legal, 
ethical, privacy, and human rights 
concerns. 

Limited research on AI's ethical, 
legal, and privacy implications in 
security. 

AI in national security poses risks 
to privacy, rights, and ethics. 
 

Verma/2022 
[22] 

Smart vision-based surveillance 
systems detect suspicious activities 
using machine learning techniques. 

Limited integration of advanced 
techniques for abnormal activity 
detection in surveillance. 

Machine learning enhances 
surveillance, but challenges in 
accuracy and complexity persist. 

 
III. CLOUD-ENABLED FOR VIDEO INVESTIGATION SYSTEMS 

Using the scale and processing capability of cloud computing, cloud-enabled video investigation systems improve video monitoring 
and analysis for security and investigative uses. To provide effective data storage, real-time processing, and instant access to vast 
volumes of video data, these systems combine video feeds from many sources—security cameras, drones, mobile devices—into a 
central cloud platform. High availability and scalability guaranteed by cloud infrastructure let new devices and users to be smoothly 
integrated as necessary. Deep learning techniques are increasingly applied in these systems for video analytics uses such as 
behaviour analysis, object detection, face recognition, and anomaly detection. Executing complex ML models without causing edge 
hardware to crash is feasible by offloading the computational effort of processing and analysing video data from local devices by 
using cloud resources. Providing flexibility and efficiency, the cloud platform can dynamically distribute resources to satisfy the 
needs of massive video analysis [23], [24]. Among the main benefits of cloud-enabled video investigation systems are real-time 
analysis, centralised management of video data, and agency and location-based collaboration. Law enforcement departments can, 
for instance, instantly access and examine video material from several crime locations, therefore enhancing reaction times and 
decision-making. Furthermore, cloud solutions have strong security measures like encryption to guard private video footage from 
illegal access or manipulation. 
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Fig. 2 Cloud-enabled video investigation systems [25] 

 
Notwithstanding these benefits, there are drawbacks like data privacy issues, limited network capacity, and the necessity of fast 
processing of enormous volumes of video data by effective algorithms. Furthermore, including artificial intelligence and machine 
learning models into video investigation systems calls for careful tuning to minimise false positives and produce accurate and 
dependable findings. Finally, cloud-enabled video investigation solutions are transforming security agency handling and analysis of 
video data. These systems provide strong tools for enhancing public safety, security, and operational efficiency by merging cloud 
computing with AI-driven analytics; yet, some issues still have to be resolved for best performance [26]–[29]. 
 

IV. DEEP LEARNING 
Deep learning is a subfield of machine learning that focusses on modelling and processing complex data patterns using multi-
layered artificial neural networks (ANNs). It excels at tasks that need a lot of data analysis, like picture identification, NLP, and 
speech synthesis. Automatic feature extraction from raw data is a key component of deep learning models, which reduces the burden 
of human feature engineers and makes it possible to make incredibly accurate predictions and decisions [30], [31]. 
Key Deep Learning Models: 

 
Fig. 3 Deep Learning Models 

 

A. Convolutional Neural Networks (CNNs) 
The processing of images and videos is the speciality of convolutional neural networks, or CNNs. Using convolutional layers to 
efficiently recognise data spatial hierarchies allows them to discover patterns and features: Object identification, face recognition, 
and medical imaging are just a few examples of the many visual data analytic applications that demonstrate CNNs' efficiency. 
 
B. Recurrent Neural Networks (RNNs) 
Apt for textual or time series sequential data,The inclusion of feedback loops allows Recurrent Neural Networks (RNNs) to retain 
the context of previous inputs. Superior variants, including LSTMs and GRUs, are better able to simulate long-range dependencies. 
Speech recognition, language translation, and stock market trend prediction are important uses [32]–[34]. 
 
C. Transformers 
Because they employ self-attention approaches to discover connections between sequences, transformers perform admirably in 
natural language processing (NLP). Machine translation, text synthesis, and summarisation are just a few of the sophisticated 
applications made possible by popular technologies like BERT (Bidirectional Encoding Representations from Transformers) and 
GPT (Generative Pre-trained Transformer). 
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D. Generative Adversarial Networks (GANs) 
In Generative Adversarial Networks (GANs), a generator produces data and a discriminator evaluates its validity; these two 
components work together to promote performance improvement through competition. Image synthesis, video editing, and style 
transfer are just a few of the numerous platforms where this framework excels in producing photorealistic results and innovative 
works of art. 
 
E. Autoencoders 
Autoencoders are a type of unsupervised learning neural network that uses encoding and reconstruction of input data to reduce data 
dimensionality and identify outliers. Jobs requiring minimal storage requirements and data compression (where denoising removes 
noise from data to improve usability and clarity) make heavy use of them. 
 
F. Deep Belief Networks (DBNs) 
Layered generative frameworks learnt hierarchically from unguided information are known as Deep Belief Networks (DBNs). 
DBNs are great for dimensionality reduction, picture classification, and audio recognition because they stack many layers of 
Restricted Rab Machines (RBMs), which allow them to identify patterns and extract features [35]–[38]. 
 

V. DEEP LEARNING FRAMEWORK FOR PUBLIC SECURITY VIDEO INVESTIGATION SYSTEMS 
A Public Safety Framework for Deep Learning Using video analysis in a new and innovative way, Video Investigation Systems can 
automatically make communities safer. The need for more effective security measures is on the rise, and traditional surveillance 
systems, which mostly use human operators for video inspection, are finding themselves inadequate in the face of these rising crime 
rates. One powerful solution to these limitations is deep learning, a branch of AI that automates the real-time processing of massive 
amounts of surveillance data. In order to process and analyse video streams, the system employs a number of deep learning models, 
namely RNNs and convolutional neural networks (CNNs). Image recognition tasks are a good fit for convolutional neural networks 
(CNNs) because of their inherent ability to automatically detect and categorise objects and actions included within visual input. For 
purposes of public safety, CNNs can identify people, vehicles, and other objects of interest. Additionally, they are able to detect 
unusual conduct, such as an errant vehicle or a runner in an inappropriate area. On the other hand, RNNs excel at analysing video 
frames sequentially due to their architecture for sequential data processing. These systems are able to track people's whereabouts 
and actions, identifying patterns like loitering, unauthorised entry, or interpersonal interactions. Robot neural networks (RNNs) are 
able to predict potential future actions by processing video frames as a series of temporal data, which includes spotting an 
individual's intent prior to a crime happens, therefore providing preventative security measures. Deep learning's real-time analysis 
capability is among its most important benefits for public security video investigation systems. Conventional video surveillance 
systems depend on human operators to evaluate hours of footage, so prolonged response times and missing occurrences could 
follow. Deep learning algorithms can instantly identify questionable activity by automating this process, so giving security staff 
timely warnings. This lowers the possibility of security breaches and enhances general response times, therefore allowing faster 
intervention when needed [39], [40]. 

 
Fig. 4 Video Investigation Systems using deep learning [41] 

 
Moreover, deep learning models help to combine several video sources—fixed cameras, drones, and mobile devices among others. 
Deep learning models' scalability allows the framework to effectively manage large-scale surveillance activities since it can process 
data from many cameras concurrently. Edge computing and cloud computing technologies improve this capacity and enable 
distributed computing.  
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While edge computing lets for real-time, on-site analysis, hence lowering latency and bandwidth needs, enormous datasets can be 
kept and examined in the cloud. Deep learning applied in public security improves video analysis's accuracy and dependability as 
well. Often depending on rule-based systems, which are prone to mistakes and may overlook important events, traditional 
approaches Trained on enormous volumes of labelled data, deep learning models can find trends that might not be clear to rule-
based algorithms or human observers. As more data is exposed to these models, they keep becoming better over time, therefore 
guaranteeing that the system is more efficient as it is applied. Apart from danger detection, deep learning models can be applied for 
various chores such crowd surveillance, license plate recognition, and facial identification. In settings like airports, retail centres, 
and public transit systems—where security is a key concern—these tools are very handy. While license plate recognition helps track 
vehicle movements in and out of restricted zones, facial recognition systems can help identify known offenders or individuals of 
interest. Deep learning frameworks in public security video investigation systems present difficulties even if their obvious benefits. 
Privacy issues are major ones since continuous monitoring begs doubts about the possibility of personal data being used improperly. 
Legal and ethical requirements must be followed exactly; systems must be built to safeguard personal rights while nevertheless 
offering efficient security measures [42]–[45]. 

VI. CONCLUSION 
Last but not least, this review piece highlights how automated video investigation systems powered by deep learning could change 
public safety. When coupled with other deep learning methodologies, advanced models such as Recurrent Neural Networks (RNNs) 
and Convolutional Neural Networks (CNNs) have significantly improved the accuracy and efficiency of security surveillance 
systems. By automating tasks like object detection, activity recognition, and anomaly detection, deep learning systems enable real-
time, proactive responses to security threats. This reduces reliance on human operators and minimises response times. These 
systems are scalable, thanks to cloud and edge computing, so they can handle huge datasets from a variety of video sources without 
any hitches, ensuring complete coverage of public spaces. The ability of deep learning models to ingest massive amounts of data 
ensures that their accuracy and performance are always improving, making them ideal for environments that are unpredictable. 
Concerns around data security, privacy, and ethics must be thoroughly investigated in order to ensure the ethical use of new 
technologies. Open regulations and transparent regulatory frameworks are crucial for balancing security needs with personal privacy 
rights. Public safety video investigation systems powered by deep learning represent a huge leap forward in security technology 
since they hold the promise of smarter, more efficient, and safer public environments. Crime prevention, real-time surveillance, and 
public safety as a whole stand to benefit greatly from their incorporation into many public and private sectors, especially as these 
systems evolve. In order to enhance their impact on global security initiatives, future research and development should focus on 
enhancing these systems, resolving ethical concerns, and expanding their applications. 
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