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Abstract: In the era of information overload, obtaining relevant, concise, and sentiment-analyzed news content is essential for 
effective decision-making. This paper introduces an automated daily news reporting system that streamlines the process of 
collecting, summarizing, and analyzing the sentiment of news articles fetched based on the user's keyword. By leveraging state-
of-the-art Natural Language Processing (NLP) models like GPT-3.5 for two-level summarization and BERTweet for sentiment 
analysis, the system provides users with concise, sentiment-labeled reports, enhancing their understanding of news trends and 
emotional tone.  
The architecture integrates data scraping, text extraction, and sentiment classification within a cloud-based Python microservice, 
supported by Flask. The system incorporates user localization options, allowing users to customize news retrieval by region and 
time preferences. 
Finalized reports are formatted into HTML and delivered directly to authenticated user emails through Gmail API, ensuring 
seamless and secure distribution. This research underscores the significance of automated news summarization and sentiment 
analysis in modern information retrieval. It provides a scalable and personalized solution that enables real-time synthesis of 
large volumes of news content, making it accessible and relevant for diverse audiences worldwide.  
Keywords: News Summarization, GPT-3.5, BERTweet, Transfer Learning, Sentiment Analysis, NLP, Keyword-based Scraping 
 

I. INTRODUCTION 
In today’s fast-paced world, staying informed about the latest developments is critical, yet the overwhelming amount of information 
can make it difficult for users to focus on relevant news. With the rapid growth of online content, automated systems for news 
summarization and sentiment analysis have become essential tools for enhancing information accessibility and supporting decision-
making.  
This paper introduces a novel automated daily news report generator that combines keyword-based news scraping, content 
summarization, and sentiment analysis to deliver concise, sentiment-labeled news summaries directly to users’ emails. The project 
employs advanced Natural Language Processing (NLP) models to handle large volumes of news data efficiently. Specifically, we 
utilize the GPT-3.5-turbo-0125 model for summarization and the BERTweet model for sentiment analysis. Both models leverage 
transfer learning, a method that allows the application of pre-trained models on large datasets, fine-tuned for specific tasks to 
maximize performance while minimizing computational overhead. This approach enhances adaptability and reduces the need for 
extensive retraining, enabling the system to effectively process diverse news content. The core objectives of this research are to 
develop a robust, automated pipeline that can retrieve, summarize, and analyze news articles based on user-defined keywords. Each 
news article is labeled with sentiment indicators (positive, negative, or neutral), providing a personalized reading experience. The 
project integrates a cloud-based Python microservice for data scraping, summarization, and sentiment analysis, along with an 
interface for user localization preferences. Reports are delivered directly to users’ authenticated emails through the Gmail API, 
providing a seamless and secure distribution process. This system not only enhances the accessibility of real-time news but also 
enables users to receive news summaries in line with their interests and emotional preferences, illustrating the transformative role of 
NLP in modern information retrieval. 
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II. LITERATURE SURVEY 
CoVShorts is a web application that uses transformer models (BERT, GPT-2, XLNet, BART, T5) to summarize COVID-19 news 
articles. BERT outperforms others in generating the most relevant summaries based on ROUGE scores. The tool helps users access 
concise and accurate summaries, validated by Word Cloud analysis. Future enhancements include a mobile app and URL-based 
input for automatic summarization [1]. The increasing volume of text data has led to a rising demand for automatic text 
summarization, which can be divided into extractive and abstractive methods. Extractive summarization is accurate but lacks 
coherence, while abstractive methods generate readable summaries but may omit important information. Recent advances in deep 
learning, particularly in multi-document summarization tasks, have improved the quality of abstractive summarization. Combining 
both approaches in hybrid models has shown promising results for better information retention and readability [2]. A comprehensive 
review of Automatic Text Summarization (ATS) methods is provided, with a focus on techniques based on Large Language Models 
(LLMs). The paper outlines key stages of the ATS process, such as data acquisition, pre-processing, and evaluation metrics, and 
compares traditional extractive and abstractive methods with newer LLM-based approaches. LLMs are shown to enhance summary 
quality and flexibility. Future research directions involve improving prompt design, addressing domain-specific challenges, and 
optimizing LLM-generated outputs [3].  
An AI-based tool using GPT-3.5 Turbo 16k and Pegasus for automatic summarization of news articles has been developed. The tool 
employs web scraping, article similarity calculations, and audio matching to produce concise summaries. Evaluation with BLEU 
and ROUGE metrics indicates that GPT-3.5 Turbo outperforms the Pegasus model. Future improvements aim to add multilingual 
support and incorporate audio transcriptions, increasing the accessibility and relevance of online news content [4]. GPT-3.5, GPT-4, 
and Llama 2 were compared in sentiment analysis tasks, and the results revealed that LLMs, even in zero-shot settings, can match or 
surpass traditional transfer learning models in sentiment classification accuracy. Among the models, Llama 2 provided the most 
explainable sentiment classifications. This study suggests that LLMs are particularly useful for marketing research, although 
challenges such as bias and reproducibility remain [5].  
A detailed overview of Automatic Text Summarization (ATS) techniques is provided, including extractive, abstractive, and hybrid 
approaches. The paper discusses the shift from rule-based methods to deep learning models like GPT, highlighting the challenges in 
improving summary accuracy, handling domain-specific terminology, and maintaining coherence. The review also addresses the 
need for real-time summarization and ethical concerns such as bias mitigation. Future research should focus on optimizing ATS for 
large datasets and real-time applications [6]. A web application has been developed to improve academic literature searches by 
automating the process using web scraping and crawling techniques. This tool reduces the time researchers spend manually 
reviewing literature and enhances accessibility to relevant studies. Key features include broader coverage, faster retrieval of 
abstracts, and integration of legal and ethical considerations. Future improvements will include AI-driven suggestions and advanced 
data analytics to optimize the search process [7].  
A comprehensive review of sentiment analysis is presented, focusing on recent advancements in machine learning, deep learning, 
and large language models (LLMs). The paper explores various application domains, common datasets, and evaluation metrics. It 
highlights the strengths and limitations of current approaches and discusses the challenges faced by existing models. The review 
suggests future research directions to overcome these challenges and improve sentiment analysis techniques, emphasizing their 
importance in data-driven decision-making [8]. A news article summarization system has been proposed, which automatically 
gathers and summarizes content from local online newspapers using a custom-built web crawler. The system employs computational 
linguistic techniques such as triplet extraction, semantic similarity, and OPTICS clustering with DBSCAN to generate coherent 
summaries. The performance is evaluated using the ROUGE metric, showing strong results. This approach addresses news overload 
by condensing large volumes of information into concise, readable summaries [9].  
The paper [10] investigates the use of Pre-trained Models (PTMs) like BERT, GPT, and T5 for various NLP tasks, including 
sentiment analysis, news classification, and anti-spam detection. PTMs offer significant benefits, including data efficiency and 
generalization across domains, though challenges remain in terms of computational cost, overfitting, and interpretability. The paper 
emphasizes fine-tuning, transfer learning, and anomaly detection techniques. Despite these challenges, PTMs are becoming 
increasingly important in modern NLP applications. Sentiment analysis applied to news articles is explored, with a focus on the 
challenges of detecting sentiment due to variability in sentiment words and the complexity of negations. The paper compares 
lexicon-based methods with machine learning techniques for sentiment detection. It highlights the limitations of current approaches 
in handling complex sentence structures and language-specific issues. Future work should aim to expand sentiment analysis to other 
languages and refine feature handling techniques [11].  
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Pre-trained transformer models like BERT, XLNet, and DistilBERT were evaluated for sentiment analysis on the IMDb reviews 
dataset. XLNet performed better than the others, particularly in handling token dependencies. DistilBERT offered faster training 
times while still delivering strong performance [12]. The paper [13] introduces an enhanced BERT-based Convolution Bi-
directional Recurrent Neural Network (CBRNN) model for sentence-level sentiment analysis, addressing challenges such as noisy 
data and contextual loss. The model uses zero-shot classification for annotating data and applies BERT for semantic and contextual 
feature extraction. It outperforms traditional word embedding models like GloVe and Word2Vec on multiple datasets, improving 
accuracy, F1-score, and AUC. Future work will focus on applying the model to resource-poor languages and multi-class 
classification. An Automated news article summarization system based on keyword queries was developed and compared using the 
BART and T5 transformer models. BART outperformed T5 in terms of F1 score, precision, and recall. The system uses web 
scraping to filter out irrelevant content, allowing for efficient summarization of mid-sized news articles. Future improvements 
include refining the model for more complex articles and expanding its capabilities [14]. AI-driven NLP models like BERT and 
GPT were explored for multilingual text summarization and translation. The study highlighted the importance of hyperparameter 
optimization, with the best performance achieved using a learning rate of 3×10⁻⁵. BERT achieved a ROUGE-1 score of 0.50 for 
summarization, while GPT attained a BLEU score of 38.7 for translation. The research suggests that further work on low-resource 
languages is necessary and emphasizes AI's potential in transforming sectors like healthcare and law [15].   
 

III. METHODOLOGY 
A. Application Architecture 
Fig. 1 presents the architectural framework of the mobile application, designed for efficient data processing, user accessibility, and 
automated report generation. The application is built using the React Native framework, chosen for its cross-platform compatibility 
and responsive user interface. State management within the application is efficiently handled through the Redux library, ensuring 
that component states remain consistent and optimized across user sessions. Data management is facilitated by storing collected 
information in a Pandas DataFrame, which provides a structured and efficient means of handling large volumes of data. This data 
frame serves as the central repository, enabling easy manipulation and seamless integration throughout the data processing pipeline. 
For user authentication, the application employs Firebase Authentication, allowing users to securely log in using their Google 
accounts. This integration provides both convenience and security, ensuring that only authenticated users can access personalized 
news summaries. 
The core processing pipeline is responsible for automating data scraping, content extraction, summarization, sentiment analysis, and 
email distribution is implemented as a cloud-hosted Python microservice built with the Flask web framework. This backend service 
is powered by various specialized libraries and models, including GoogleNews and Newspaper4k for data scraping and extraction, 
GPT-3.5-turbo for text summarization, and the BERTweet model for sentiment analysis. The pipeline also includes Gmail API 
configuration to facilitate seamless email delivery. The cloud-hosted nature of this microservice ensures high accessibility, allowing 
users to retrieve news summaries and sentiment-labeled content in real time, irrespective of their location. This scalable architecture 
is designed to handle high volumes of news data, making it suitable for users seeking efficient, personalized news delivery. 

 
Fig. 1 The application design architecture 
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B. Interface Localization 
The application's interface includes user authentication through Google accounts, ensuring a secure and personalized experience. 
Once authenticated, users can configure their profile settings to select specific regions (e.g., India, United States) and a preferred 
time period for news collection. These preferences, which are stored by default in the user’s profile, allow for flexible and 
personalized news filtering based on location and recency. Users can modify their regional and time-based preferences at any time 
to adjust the scope and relevance of the news content retrieved. 
Upon entering a keyword, the application scrapes and filters news articles based on these preferences, ensuring that only relevant 
articles from the selected region and time period are included. The final report, containing a concise summary of each article, along 
with details such as Title, Media Source, Timestamp, Description, Link, and Sentiment Label, is then delivered directly to the user's 
authenticated email. This functionality not only provides timely news tailored to user interests but also enhances the utility of the 
application by offering a targeted, sentiment-labeled overview of news content. 

 
C. Pipeline processing 
The pipeline process is integrated into the architectural design as a cloud-based microservice developed using Python's Flask web 
framework. This microservice acts as the backend for automating the entire workflow which supports a full cycle of news collection 
and extraction, summarization, sentiment analysis, and distribution of reports capable of handling end-to-end processing for 
automated news analysis, making it a powerful tool for real-time information retrieval and to create structured reports as outlined 
below. 
1) Data Collection and Extraction 
The data collection and extraction process begins with a cloud-based microservice that uses the GoogleNews and Newspaper4k 
libraries for comprehensive news scraping and content retrieval. GoogleNews enables keyword-based searches [7] based on user-
defined criteria such as region and time period, efficiently gathering URLs for news articles related to specific topics. This approach 
allows users to specify keywords and retrieve a diverse set of articles that align with their preferences, ensuring a rich dataset of 
relevant news content. Once URLs are collected, Newspaper4k processes each link to scrape the full text, metadata, and other 
relevant details, while performing essential cleaning tasks like removing HTML tags and handling special characters. This ensures 
that the data is prepared for further NLP tasks, such as summarization and sentiment analysis, by providing well-structured and 
clean content. After extraction, the raw news content is stored in a Pandas DataFrame, a structured format ideal for efficient 
management and future processing. Each row in the DataFrame represents a news article, with columns for the title, media source, 
timestamp, description, and link, creating a reliable storage system for subsequent steps in the pipeline. This setup not only 
facilitates efficient data management but also allows for custom configurations, enabling targeted news collection based on user 
preferences for specific regions and time periods. The combined use of GoogleNews and Newspaper4k libraries supports an 
automated, flexible, and scalable data collection process, forming the foundation for downstream NLP tasks in the application. 

 
2) News content summarization  
Unlike traditional news applications that provide full-length articles, we implement the automated process of summarizing news 
articles into concise summaries. This saves users time and allows them to quickly grasp the main points of multiple articles without 
having to read through each one in its entirety. The extracted data is passed to the summarization module that uses GPT-3.5 Turbo 
[6] for initial and refined summaries, ensuring comprehensive content aggregation. This step is crucial for distilling large amounts 
of information into concise summaries. 
 Model Selection: In this section, we discuss the selection and evaluation of the text summarization models that form the core of 

our project. we carefully selected and evaluated pre-trained text summarization models to generate concise and informative 
summaries from collected news articles. The primary model types considered were sequence-to-sequence (seq2seq) models and 
transformer models. Seq2seq models utilize an encoder-decoder architecture where the encoder processes the source text into a 
vector representation, which the decoder then uses to produce a summary. In contrast, transformer models leverage a neural 
network architecture capable of understanding word relationships within the text. Among the models evaluated, four stood out 
for their high performance in summarization tasks as mentioned in [4]: moussaKam/barthez-orangesum-abstract, a seq2seq 
model based on BART; turner007/pegasus-summarizer, a pretrained transformer model from the Pegasus family optimized for 
capturing essential text information; facebook/bart-large, another seq2seq model based on BART; and gpt-3.5-turbo-16k, a 
transformer-based model from the GPT-3 line, known for its advanced summarization capabilities. Each of these models was 
selected based on its ability to effectively transform extensive content into concise, meaningful summaries. 
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 Dataset and Model Evaluation: We conducted a comprehensive evaluation using standard metrics such as BLEU (Bilingual 
Evaluation Understudy) and ROUGE (Recall-Oriented Understudy for Gisting Evaluation) to select the most suitable model for 
news article summarization. These metrics are widely recognized for assessing the quality of summaries generated by text 
summarization models, providing a quantitative measure of model performance. BLEU evaluates the precision of shared n-
grams between the generated summary and human reference summaries, while ROUGE focuses on recall by measuring the 
overlap of words and phrases. Together, they offer a balanced perspective on the model's ability to capture the essence of the 
original content concisely and accurately. The evaluation utilized the CNN/Daily Mail dataset, a benchmark dataset widely used 
in summarization tasks. This dataset contains over 300,000 news articles from CNN and the Daily Mail, each paired with 
editor-crafted highlights that serve as high-quality reference summaries. Specifically, the dataset includes 286,817 training 
pairs, 13,368 validation pairs, and 11,487 test pairs, with an average article length of 766 words and summary length of 53 
words. Such a structure is well-suited for testing the ability of models to generate concise and comprehensive summaries. We 
tested four summarization models on this dataset: GPT-3.5-turbo-16k, turner007/pegasus-summarizer, moussaKam/barthez-
orangesum-abstract, and facebook/bart-large. Each model's summarization quality was objectively assessed using ROUGE-N, 
ROUGE-L, and BLEU metrics, measuring the overlap and sequence similarity between the model-generated and reference 
summaries. A subset of 1,000 articles from the test set was selected to ensure a thorough evaluation across various topics, 
including politics, business, and technology. The performance comparison of models and their analysis are shown in Table I. 

 
Table I. Table denoting scores of different models for Summarization 

S. No. Models Score BLEU 
(in%) 

Score ROUGE 
(in %) 

1. Gpt-3.5-turbo-16k 16.39 66 

2. Turner007/Pegasus_summarizer 15.45 45 

3. moussaKam/barthez-orangesum-
abstract 

4.90 38 

4. Facebook/bart-large 5.38 29 

 
 

 
Fig. 2 Performance comparison of different models for summarization 
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Among the models evaluated, the GPT-3.5-turbo-16k achieved the highest performance as shown in Table I with a BLEU score of 
16.39% and a ROUGE score of 0.66, demonstrating superior alignment with human-crafted summaries. The turner007/pegasus-
summarizer also showed strong performance, with a BLEU score of 15.45% and a ROUGE score of 0.45%, confirming its ability to 
generate coherent and concise summaries. While moussaKam/barthez-orangesum-abstract and facebook/bart-large provided 
valuable baseline results, they yielded lower BLEU and ROUGE scores, suggesting a relatively weaker ability to capture the 
content's key points with precision. These results, illustrated in Fig. 2, validate GPT-3.5-turbo-16k as the optimal model for our 
summarization task, given its robust ability to produce summaries that closely mirror human references. 

 
3) Two-level Summarization with GPT 3.5 
To utilize GPT-3.5-turbo-16k for summarization in our pipeline, we have integrated OpenAI’s LangChain, which simplifies the 
process of API calls, providing enhanced control over requests, response handling, and batch processing. LangChain is particularly 
useful for managing complex prompts and handling text chunking, making it a more feasible solution than direct API calls to GPT-
3.5. The API key for OpenAI is securely configured in the environment, allowing LangChain seamless access to GPT-3.5 
functionalities. 
We employ a two-level summarization approach to distill extensive news articles into concise, informative summaries, which is 
crucial given the token limits of the GPT-3.5-turbo-0125 model. This method ensures that we capture the complete content of each 
article without exceeding token constraints, enhancing efficiency and content coverage. The two-level summarization approach 
involves the following steps: 
 Chunking of Text: To accommodate the token limit constraints of GPT-3.5, we utilize the Natural Language Toolkit (NLTK) to 

divide each article into smaller, manageable text segments. This chunking ensures that each segment adheres to the model's 
input context window limit of 16,385 tokens, and the summarized output for each segment remains within the 4,096-token 
maximum output limit [16]. This structured segmentation allows the model to process and summarize sections of content 
effectively without truncating important information. 

 Initial Summarization Using GPT-3.5: After the text is divided into chunks, each segment is processed individually by the GPT-
3.5-turbo-0125 model. The model generates a concise summary for each segment, capturing the essential points. This initial 
summarization ensures that even complex or lengthy articles are adequately represented in the first set of summarized outputs, 
preserving critical information. 

 Refined Summarization and Final Aggregation: Following the initial summarization, the individual summaries from each chunk 
are further processed in a second-level summarization. The goal of this step is to combine and refine these segment-based 
summaries into a cohesive and comprehensive final summary. This second-level process is essential for maintaining coherence 
across the article's different sections and minimizing redundancy, thus providing a holistic overview that encapsulates the main 
points of the entire article without exceeding the model's token limitations. 

This two-step summarization strategy enables effective content distillation by ensuring comprehensive coverage and eliminating the 
constraints posed by token limits. After completing the final aggregation, the unified summary is formatted as structured text and 
loaded into a Pandas DataFrame, preparing it for the subsequent sentiment analysis stage in the pipeline. This process ensures that 
users receive high-quality, accurate summaries that encapsulate the essential insights of each news article. 
 
4) Sentimental Analysis 
Sentiment analysis is a crucial aspect of understanding the emotional tone and bias in news content, providing insights into how 
news is presented and perceived. In our pipeline, sentiment analysis is performed after the summarization step to classify each news 
article as positive, negative, or neutral. This allows readers to gauge the overall sentiment of news stories, facilitating a more 
informed and personalized reading experience. 
 Leveraging BERTweet Model: For the sentiment classification task, we selected the BERTweet model (finite 

automata/bertweet-base-sentiment-analysis), a BERT-based model fine-tuned specifically for sentiment tasks. BERTweet, pre-
trained on a large corpus of Twitter data and optimized for sentiment detection, has proven highly effective in analyzing 
sentiment due to its bidirectional text processing. Unlike unidirectional models like GPT, BERTweet reads text both left-to-
right and right-to-left, capturing deeper contextual nuances that enhance its ability to detect sentiment in complex sentence 
structures. This bidirectional approach makes BERTweet particularly suitable for sentiment analysis in news articles, where 
capturing context from both sides of a word or phrase is essential. 
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 Integration in the Pipeline: After each news article is summarized by the GPT-3.5 model, the summary is sent to the BERTweet 
model for sentiment analysis. Integrated into our pipeline via the Transformers library, BERTweet efficiently labels each 
summary as positive, negative, or neutral. These sentiment labels are then stored alongside the article summaries in a Pandas 
DataFrame, creating a structured format that links each news article with its respective sentiment. This process not only 
enhances the readability of the report but also offers a quick sentiment-based view of the news content, enabling users to better 
understand the tone of each article at a glance. 

 Testing and Validation with the BBC News Dataset: To validate BERTweet’s performance in a news context, we tested it on 
the BBC News dataset, which consists of 2,225 news articles spanning five topical categories: business, entertainment, politics, 
sports, and tech. The BBC News dataset provides a structured, labeled collection of articles across diverse domains, making it 
an ideal benchmark for testing BERTweet’s sentiment classification abilities on news data. In this validation process, each 
article was categorized as positive, negative, or neutral based on its sentiment, allowing us to observe BERTweet’s 
effectiveness in sentiment classification across various news topics as shown in Table II. 

 
Table II. Table denoting sentiment results of the BERTweet model 

S. No. Topic/News Class Total 
articles 

Positive Negative Neutral 

1. Business  510 254 225 31 
2. Entertainment 401 163 210 28 
3. Politics 417 200 200 17 
4. Sports 511 236 246 29 
5. Technology 401 160 221 20 

 

 
Fig. 3 Sentimental Analysis of News Articles across various categories 

 
Fig. 3 presents the results of BERTweet’s sentiment analysis on the BBC News dataset, revealing distinct sentiment patterns across 
various news categories. Most articles in the entertainment and tech categories exhibited negative sentiment, while business and 
sports articles were predominantly positive. The politics category displayed a balanced mix of positive and negative sentiments, 
reflecting a more nuanced tone. These findings, further illustrated in Table 2 and Fig. 2, demonstrate BERTweet’s capacity to 
accurately classify sentiment within structured news content. BERTweet achieved an overall accuracy of approximately 89% on the 
BBC News dataset, with precision, recall, and F1-score values of 0.89, 0.88, and 0.89, respectively, across sentiment labels 
(positive, negative, and neutral). These metrics highlight BERTweet’s suitability for large-scale, automated sentiment analysis 
applications, and ability to perform accurate sentiment classification on structured news content. 
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 Sentiment Labeling: After sentiment analysis, each article’s sentiment label (positive, or negative, or neutral) is appended to the 
Pandas DataFrame This sentiment-labeled DataFrame forms the basis of the final report, which provides users with a sentiment-
based overview of the news articles, allowing for easy and efficient access to news stories filtered by sentiment. The integration 
of BERTweet for sentiment analysis not only improves the quality of content delivery but also empowers users to engage with 
news articles based on their preferred emotional tone, enhancing the overall reading experience. 

 
5) Report Generation 
The final step in our project involves generating a well-organized report from the processed news data, providing users with a 
summarized, sentiment-labeled overview of the latest news articles. This report is structured in a Pandas DataFrame, where each 
row represents an article with columns for Title, Media Source, Timestamp, Description, Link, and Sentiment Label (positive, 
negative, or neutral). Once the data is organized, it is converted into HTML format using Pandas' to_html() function. This HTML 
conversion creates a clean, tabular format that is easy to embed directly in the body of an email, ensuring that recipients receive a 
structured, visually appealing summary. With this setup, users can conveniently access the latest news summary directly in their 
authenticated email, viewing each article’s key details and sentiment label. 

 
D. Gmail API Configuration and Email Delivery 
To securely and reliably send the generated reports, we configure the Gmail API. Compared to traditional SMTP, the Gmail API 
provides enhanced security through OAuth 2.0 authentication and better scalability, making it suitable for sending larger volumes of 
email. The configuration process begins by registering the application in the Google Cloud Console and enabling the Gmail API, 
followed by creating OAuth 2.0 credentials for secure access. Once configured, the report, formatted as an HTML email is sent to 
the user’s email address that was used for authentication. This approach ensures that the summary reaches users' verified email 
addresses, maintaining both security and consistency in report distribution. 
The Gmail API’s open-source nature and built-in security advantages make it preferable over SMTP where reliable and frequent 
email delivery is required. It also provides a robust infrastructure to automate the daily report process. 
 

IV.  FLOWCHART 

 
Fig. 4 Workflow of the proposed system 

 
Fig. 4 presents a flowchart illustrating the workflow of processes involved in delivering the automated news report, from fetching 
news articles based on the user’s keyword to final report generation. 
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V.   RESULT 
The final report email contains a structured table with the news articles, including Title, Media Source, Timestamp, Description, 
Link, and Sentiment Label. The email’s subject line, “Automated Daily Report,” gives recipients an understanding of the report’s 
purpose. The body includes a header summarizing the keyword focus, such as “Summary of GPT (Keyword) today: 
Summarization.” Below this, the structured HTML table provides detailed insight into the latest news, complete with sentiment 
labels. The image of the email report in the inbox below illustrates the final product, showcasing how users receive and engage with 
the summarized news and sentiment analysis results. 
 

 
Fig. 5 Report received in the user's inbox 
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Fig. 6 Continuation of the report received in the user's inbox 

 
VI. FUTURE WORK 

Future iterations of this project will focus on multilingual capabilities, enabling users to read summaries in their preferred language 
[15]. By incorporating language detection and transfer learning-based translation models, we can expand access to a broader range 
of global news sources. Leveraging APIs such as Google News and Bing News for multilingual articles, the system will 
dynamically translate content into English (or another selected language) for summarization. Translation APIs like Google Translate 
or DeepL, or a custom fine-tuned translation model, will enable consistent and accurate translations. This approach aims to create an 
inclusive platform, catering to diverse linguistic audiences while offering reliable news summaries in users’ preferred languages. 
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VII.   CONCLUSION 
This research illustrates the effectiveness of utilizing NLP models, such as GPT-3.5 and BERTweet, in automating daily news 
summarization and sentiment analysis. By implementing a fully integrated pipeline for news scraping, summarization, and 
sentiment classification, the system delivers concise, sentiment-rich reports directly to users’ emails. With a scalable architecture 
and advanced model integrations, this approach enhances user accessibility and engagement with news content. Expanding this 
system to incorporate multilingual capabilities, along with user-specific localization, will allow for a more inclusive platform, 
delivering relevant news summaries in preferred languages. Our application thus holds the potential to transform real-time news 
analysis, providing users with a comprehensive yet personalized perspective on current events.  
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