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Abstract: In recent years, natural language processing (NLP) has drawn a lot of interest for its ability to computationally 
represent and analyze human language. Its uses have expanded to include machine translation, email spam detection, 
information extraction, summarization, medical diagnosis, and question answering, among other areas. The purpose of this 
research is to investigate how deep learning and neural networks are used to analyze the syntax of natural language. This 
research first investigates a feed-forward neural network-based classifier for a transfer-based dependent syntax analyzer. This 
study presents a long-term memory neural network-based dependent syntactic analysis paradigm. This model, which will serve as 
a feature extractor, is based on the feed-forward neural network model mentioned before. After the feature extractor is learned, 
we train a recursive neural network classifier that is optimized by sentences using a long short-term memory neural network as a 
classifier of the transfer action and the characteristics retrieved by the syntactic analyzer as its input. Syntactic analysis replaces 
the method of modeling independent analysis with one that models the analysis of the entire sentence as a whole. The 
experimental findings demonstrate that the model has improved its performance more than the benchmark techniques. 
 

I. INTRODUCTION 
A language is a system of rules or a collection of symbols that are integrated and used to express ideas or disseminate information. 
Natural Language Processing (NLP) serves users who lack the time to learn new languages or become proficient in their current 
ones because not all users have a strong background in the machine-specific language. In actuality, NLP is a branch of linguistics 
and artificial intelligence whose goal is to enable computers to comprehend assertions and words spoken in human languages [1]. It 
was developed to make the user's job easier and to fulfil their desire to speak to a machine in ordinary language. It may be divided 
into two categories: "natural language generation and natural language understanding", which progresses the task of comprehending 
and producing the text [2]. 
The study of language encompasses phonology, which deals with sound, morphology, which deals with word formation, which 
deals with sentence structure, semantics, which deals with syntax, and pragmatics, which deals with comprehension. Since the 
author redefined the study of syntax, Noah Chomsky, one of the earliest linguists of the 12th century to develop syntactic ideas, held 
a special place in the field of theoretical linguistics [3]. The process of creating meaningful words, sentences, and paragraphs from 
an internal representation is known as natural language generation, or NLG.  
In computer linguistics, the term "grammar" denotes the study of particular linguistic structures and norms, such as determining the 
rules for word order in sentences and categorizing words [4]. Those languages' linear laws could be articulated using techniques like 
part-of-speech tagging and language models. Syntactic parsing [5] has long been a prominent field in the realm of natural language 
processing research and has major research relevance and application value. It is one of the important techniques in numerous 
natural language application activities. 
Researchers first used the term "neural network" to describe biological information processing systems in the 1940s [6]. Deep neural 
networks can be trained on a massive scale thanks to ongoing improvements in computer performance. As a result, the Deep 
Learning approach has significantly advanced the study of numerous machine learning domains. Deep learning uses massive 
amounts of information to learn complex structural representations. Such learning is accomplished by altering the network 
parameters via back propagation and error driven optimization methods between several layers of artificial neural networks [7]. 
 

II. LITERATURE REVIEW 
There are various studies, developments and improvements made by several researchers and academia regarding NLP, Neural 
networks, and deep networks which are abstracted in the present section. The brief development if NLP is depicted in figure 1 in the 
form of walkthrough graph for better and brief comprehension. 
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Figure 1: NLP Development 

 

Neural language modelling, which estimates the likelihood of the next word (or token) given the previous n words, was introduced 
in the early 2000s. The idea of a forward neural network and lookup table that reflects the n preceding words in the sequence was 
put up by Bendigo et al. in their paper from 2012. The use of multitask learning in the field of NLP was suggested by the author [8], 
who employed two convolutional models with max pooling to perform named entity recognition and parts-of-speech tagging. In 
their word embedding approach [9] tackled dense vector representation of text. They also discuss difficulties with the conventional 
sparse bag-of-words form. The development of word embedding led to the introduction of neural networks in the NLP space, which 
take variable-length input for additional processing. 
 The convolution neural network was introduced to the challenge of phrase classification in natural language processing by the 
author [10]. In this study, features from sentences are extracted using a convolution neural network with two channels, and the 
features are then classified. The outcomes of the experiment demonstrate a considerable impact of the convolution neural network 
on the extraction of natural language features. Similarly, to this, [11] have critically examined and assessed the application of deep 
learning to Natural Language Processing (NLP), and they have summarized the models, methods, and tools that have been 
employed thus far. Additionally, [12] cover the use of deep neural networks in NLP. 
Recurrent neural networks (RNNs), also known as neural networks that are recurrent because they carry out the same function for 
every data set, have also been used in natural language processing (NLP) and have been discovered to be ideal for sequential data 
including text, time series, financial data, speech, audio, and video among others by the author [13]. Annotation and the usage of 
transformers, along with attention mechanisms [14] that propose a network learns whatever to spend attention based on the current 
hidden state, have also significantly advanced NLP [15]. 
Investigating and classifying different emotional states from voice, gestures, facial expressions, and text is known as emotion 
detection. The author [16] examined Hinglish conversations to identify PoS usage patterns. Hinglish is an amalgam of English and 
Hindi. Their efforts were based on the POS tagging of the mixed script and language identification. They attempted to identify 
emotions in the mixed script by fusing human and machine learning. In order to assist users in prioritizing their messages based on 
the emotions associated with the messages, they have divided sentences into Six categories according to emotions and applied the 
TLBO technique [26]. 
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Giving a statement of a semantic role is how Semantic Role Labeling (SRL) functions. For instance, in the PropBank [17] 
formalism, roles are assigned to terms in the phrase that acts as verb arguments. The specific attributes rely on the verb-frame, and if 
a phrase has more than one verb, it may also have more than one tag. The creation of a parse tree, determining which parse tree 
nodes represent the arguments of a particular verb, and lastly categorizing these nodes to compute the relevant SRL tags are all steps 
in modern SRL systems. A tree-like long- and short-term memory neural network was proposed by the author [18]. This linear 
model might lose considerable information since classic recurrent neural networks are typically employed to process linear 
sequences, particularly for data types with intrinsic structures like natural language. To get good outcomes in sentiment analysis, 
this model employs long and short-term memory neural networks in the analysis tree. 
 

III. METHODOLOGY 
Recursive neural networks are used to convert input sequences into output sequences, such as in problems involving sequence 
identification or sequence forecasting. But many of the real-world problems show how challenging it is to train recursive neural 
networks. Sequences in these problems frequently cover a wider time span. Recursive neural networks that wish to learn a long-
distance memory find it more challenging because their gradient will eventually vanish. The author [19] suggested Long Short-Term 
Memory (LSTM), as a solution to this issue. This model includes the idea of a "door" that allows the network can decide when to 
"Forget" and add new "memory." 
The long-term memory neural network, a variation of the recursive neural network, is intended to address the gradient 
disappearance of conventional recursive neural networks. The typical recursive neural network calculates a new hidden layer state h1 
while reading an input vector xt from a vector sequence (X1, X2, …, Xn), but due to the issue of gradient disappearance, the typical 
recursive neural network cannot be used to describe long-distance dependence. In order to govern when to pick "memory" and when 
to choose "forget," long short-term memory neural networks invented "Memory Cell" and three "Control Gates."  
Particularly, an "input, a forget, and an output gate is utilized by the LSTM neural network. The portion of the current input that 
could access the memory unit is one of them, and the forget gate regulates how much of the present memory should be erased. For 
instance, the neural network for long- and short-term memory is updated as follows at time t: Calculate the input gate it, forget gate, 
and candidate memory C1 values at time t using the following formula, given input Xi [20-24]: 
݅௧ = )ߪ ܹݔ௧ + ܷℎ௧ିଵ + ܾ )        (1) 
ሚ௧ܥ = tanh ( ܹݔ௧ + ܷℎ௧ିଵ + ܾ )       (2) 
௧݂ = )ߪ ܹݔ௧ + ܷℎ௧ିଵ + ܾ )       (3) 

The new memory cell's value and output value are provided simultaneously as follows: 
௧ܥ = ݅௧ ሚ௧ܥ⊙ + ௧݂  ௧ିଵ        (4)ܥ⊙
௧ = )ߪ ܹݔ௧ + ܷℎ௧ିଵ + ܸܥ௧ + ܾ)      (5) 
ℎ௧ = ௧ ⊙ tanh (ܥ௧)         (6) 
Where ⊙ is the component-wise product and ߪ is the component-wise logistic function. 
The selection of the mask approach for training since batch training is necessary and the analysis sequence lengths of sentences of 
various lengths are not the same. However, some sentences in the batch have already been processed while they wait for the long 
sentences to appear since some of the sentences in the batch are too long. Sentences longer than 30 words should be eliminated from 
the training procedure in order to train the model more quickly. It was expected that since these sentences contain a total of 54 
sentences, the effect of the final model won't be affected. The actual data utilized is displayed in Table 1 after a portion of the 
training data and verification data were removed. 

Table 1: Statistical Data 
Data Set Total sentences Projectable sentences 
Training set 29834 29786 
Development set 1710 1707 
Test set 1710 1707 

Accuracy, recall, and Fl value are frequently used as evaluation criteria in phrase structure analysis. In phrase structure analysis, the 
accuracy rate (P) is the ratio of the number of right phrases to the total number of phrases in the analysis result. In contrast, the recall 
rate (R) is the proportion of the correct words in the analysis result to all of the phrases in the test set. The F1 value can be 
demonstrated according to equation (7). 
ଵܨ = ଶோ

ାோ
          (7) 
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IV. RESULTS AND DISCUSSION 
To be contrasted to the baseline approach, this issue is also contrasted with the Malt Parser and MST Parser, two more well-known 
dependency parsers. In the current work, the stackproj and nivreeager training options for Malt Parser have been used. These 
options correspond to the arc-standard analysis method and the arc-eager analysis algorithm, respectively. Also, give the outcomes 
for MST Parser in [125]. Table 2 displays the test results. The table shows that the long and short-term memory neural network-
based dependency syntax analyzer has produced specific results in modelling the analysis sequence of phrases. 
On the Penn Tree Bank development set, this model scored 90.50 % UAS accuracy and 90.00 % LAS accuracy, an improvement of 
roughly 0.60 % over the baseline method's greedy neural network dependency parser. On the test set, the model presented in the 
current study outperformed the baseline method's greedy neural network-dependent syntax analyzer by roughly 0.55 %, achieving 
UAS accuracy rates of 91.20 % and LAS accuracy rates of 90.40 %. 

 
Table 2: WSJ Results 

Analyzer 
Development Set Test Set 

UAS LAS UAS LAS 
Present Model 90.5 90 91.2 90.4 

Greedy feature extractor 89.6 89.2 90.3 90.2 
Malt: eager 89.9 89.6 90.2 90.1 
MST parser 90.1 89.8 90.4 90.1 

Malt: standard 89.5 88.9 89.9 89.8 
Baseline method 89.3 88.9 89.8 89.6 

 
The experimental findings demonstrate that the dependency syntax analysis model based on the long and short-term memory neural 
network outperforms the greedy feed-forward neural network. In contrast to the greedy model, this model models the complete 
sentence using long and short-term memory neural networks, and it can classify analysis activities using historical analysis data and 
historical pattern data. This improves the performance of the dependent syntax analyzer. Table 3 displays the test findings on the 
Pennsylvania Tree Bank. This article uses a column search method during testing, and the appropriate beam size is 12.  

 
Table 3: WSJ23 Results 

Model Accuracy Recall rate Fl value Effective 
output 

Word count 
does not 
match 

Output 
structure 
error 

Single 
follower 

0.530 0.565 0.618 899 613 88 

Double 
follow 

0.725 0.734 0.795 1247 315 16 

 
The statistics in the table demonstrate that the dual attention technique can significantly decrease the number of errors in the output 
results. The Fl value of the model reached 0.795 in the final output. 
 

V. CONCLUSION 
This research investigates a transfer learning-based neural network model of dependency syn tactic analysis. The study of a feed-
forward neural network as a classifier in the dependent syntax analyzer is demonstrated in the current paper, which then modifies its 
parameters after assessing the model to produce improved results. This study suggests a long-term memory neural network-based 
dependent syntactic analysis paradigm. The author comes to the conclusions listed below: 
1) The baseline method's greedy neural network dependency parser was outperformed by the present model's 90.50% UAS 

accuracy and 90.00% LAS accuracy on the Penn Tree Bank development set, a difference of about 0.60%. 
2) On the test set, the model reported in this paper performed around 0.55% better than the baseline method's greedy neural 

network-dependent syntax analyzer, achieving accuracy rates for UAS and LAS of 91.20% and 90.40%, respectively. 
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3) According to the experimental findings, the model's effectiveness increases by 0.1 to 0.15% after improvement. 
4) According to the experimental findings, the model achieves an improvement of about 0.50% over the baseline technique. 
5) The dual attention approach, it is found, can greatly reduce the number of errors in the output results. 
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