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Abstract: The recent proliferation of high-resolution Earth observation data, along with the advent of open-data initiatives, has 
led to the availability of petabyte-scale Earth observation datasets accessible for free. However, this abundance of big data 
presents significant challenges for regional to global spatio-temporal analysis. The traditional approach of "download-
preprocess-store-analyze" introduces excessive data downloading overhead and computational barriers, hindering efficient 
analysis. The Earth observation data cube (EODC) paradigm offers a solution by revolutionizing the storage and management of 
spatio-temporal RS data. Yet, the presence of multiple EODC solutions has resulted in "information silos," making the sharing 
and joint use of RS data across EODCs difficult. 
To tackle these challenges, we propose a novel method of in-memory distributed data cube autodiscovery and retrieval across 
clouds. Our approach involves constructing a distributed in-memory data orchestration system that shields the heterogeneity of 
EODC storage solutions, effectively overcoming the "information silos" problem. Additionally, we introduce a "larger-sites-
first" and spatio-temporal aware RS data discovery strategy that automatically identifies and retrieves data across clouds based 
on specific requirements. Leveraging the data cube paradigm, our article presents a "quality-first" data filtering strategy, 
enabling users to extract high-quality data relevant to their target spatio-temporal range from the vast amount of available data. 
This method ensures efficient data cube joint retrieval and utilization across cloud platforms.Through comparative experiments, 
we have demonstrated the effectiveness and efficiency of our proposed approach. By addressing the complexities of RS data 
management and promoting seamless data sharing across cloud-based EODCs, our method opens up new possibilities for 
collaborative spatio-temporal analysis, empowering researchers and organizations to make informed decisions and gain valuable 
insights from the vast Earth observation data resources. 
Keywords: Clouds, data cube, data discovery, data integration, distributed computing, GEE, remote sensing (RS) big data, in-
memory distributed file system. 
 

I. INTRODUCTION 
The advancement of high-resolution Earth observation technology and open-data initiatives has ushered in an era of unprecedented 
access to petabyte-scale Earth observation data. This wealth of data offers immense potential for regional to global spatio-temporal 
analysis, enabling researchers to gain valuable insights into our planet's dynamic environment. However, with such an enormous 
influx of big data, the challenges of managing, processing, and analyzing it have become apparent. Cumbersome cycles of 
"download-preprocess-store-analyze" have led to excessive data downloading overhead and significant computational barriers. 
Moreover, the traditional acquisition-oriented 2-D file-based structure is ill-suited for spatio-temporal analysis, making efficient 
utilization of remote sensing (RS) data an arduous task. In response to these challenges, the Earth observation data cube (EODC) 
paradigm has emerged, revolutionizing the storage, management, and analysis of spatio-temporal RS data to some extent. However, 
the proliferation of different EODC solutions has resulted in isolated "information silos," hindering the sharing and joint use of RS 
data across EODCs. 
To overcome these obstacles, this article proposes an innovative method of in-memory distributed data cube autodiscovery and 
retrieval across clouds. By constructing a distributed in-memory data orchestration system, we aim to overcome the heterogeneity of 
EODC storage solutions and break down the barriers posed by "information silos." Additionally, we introduce a novel "larger-sites-
first" and spatio-temporal aware RS data discovery strategy that automatically identifies and retrieves data across clouds based on 
specific user requirements. Leveraging the data cube paradigm, we present a "quality-first" data filtering strategy to efficiently extract 
high-quality data relevant to the target spatio-temporal range from the vast data repositories. Through comparative experiments, we 
demonstrate the effectiveness and efficiency of our proposed method, paving the way for seamless collaborative spatio-temporal 
analysis and empowering researchers to harness the vast Earth observation data for informed decision-making and valuable insights 
into our planet's ecosystems. 
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The proposed method represents a significant step towards tackling the challenges associated with big Earth observation data, 
facilitating regional to global spatio-temporal analysis with enhanced efficiency and ease of use. By leveraging in-memory data cube 
technology and distributed data orchestration across cloud platforms, researchers can overcome computational barriers and optimize 
data retrieval processes.  The elimination of "information silos" fosters a collaborative environment, enabling the seamless sharing 
and joint utilization of remote sensing data across diverse EODC solutions. Moreover, the "larger-sites-first" and spatio-temporal 
aware RS data discovery strategy automates the process of data identification, streamlining the selection of relevant datasets for 
analysis. The "quality-first" data filtering strategy further enhances the analysis process by enabling users to pinpoint high-quality 
data within the vast repositories, optimizing data cube joint retrieval and usage. Through the successful implementation of our method 
and demonstrated effectiveness in comparative experiments, we anticipate that this research will pave the way for groundbreaking 
advancements in spatio-temporal RS data analysis, driving informed decision-making and addressing pressing global challenges with 
greater precision and insight. 

II. OBJECTIVES 
1) Efficient Data Management: We strive to design an efficient and scalable data management system that can handle the 

exponential growth of RSBD. By leveraging distributed cloud resources, we intend to create a flexible infrastructure that 
accommodates the ever-expanding remote sensing datasets. 

2) In-Memory Data-Cube Implementation: Our framework emphasizes the implementation of in-memory data-cube technology. By 
employing this approach, we aim to accelerate data processing and reduce the query response time, thereby empowering 
researchers to gain valuable insights rapidly. 

3) Distributed Data Discovery: Facilitating distributed data discovery across multiple cloud platforms will enable seamless 
collaboration among researchers and organizations. This collaborative environment will foster knowledge exchange and 
encourage innovative approaches to remote sensing data analysis. 

4) Scalability and Performance: The proposed framework seeks to provide a highly scalable solution that can adapt to changing 
data requirements and increased user demands. Moreover, we will extensively evaluate the performance of our system to ensure 
it meets the rigorous demands of processing RSBD. 

 
III. LIMITATIONS 

In-Memory Data-Cube Aware Distributed Data Discovery Across Clouds for Remote Sensing Big Data," while offering innovative 
solutions for handling Remote Sensing Big Data (RSBD), has several limitations. Firstly, implementing an in-memory data-cube and 
distributed data discovery across clouds can be resource-intensive, leading to higher operational costs. Secondly, data ingestion 
overhead and the need for preprocessing RSBD may affect real-time data discovery capabilities. Thirdly, managing distributed data 
introduces challenges in maintaining data consistency and synchronization, leading to potential data integrity issues. Moreover, 
network latency may impact real-time data discovery, and security and privacy concerns arise due to the distributed nature of the 
framework. Additionally, compliance with data governance policies and the complexity of handling data heterogeneity from diverse 
sources may affect data quality and analysis. Despite its potential, addressing these limitations is crucial for successful 
implementation and effective utilization of the framework for RSBD management and analysis. 
 

IV. LITERATURE SURVEY 
In Giuliani, Camara, Killough, and Minchin (2019) [1] delves into the domain of Earth observation open science and its potential for 
enhancing reproducible science through the use of data cubes. The paper explores the concept of data cubes in the context of Earth 
observation data, highlighting their significance in enabling efficient and reproducible spatio-temporal analysis. By employing data 
cubes, researchers can store, manage, and analyze large-scale Earth observation datasets with greater ease and flexibility. The 
survey identifies the role of data cubes in overcoming the challenges posed by big data deluge, tedious data processing cycles, and 
the need for increased computational capabilities. Additionally, the study addresses the importance of open science principles, 
promoting data sharing and collaboration among the scientific community. By presenting a comprehensive analysis of the existing 
literature, the paper emphasizes the potential of data cubes to revolutionize Earth observation research, fostering greater 
reproducibility and advancing scientific knowledge in this critical field. 
In [2] provides a comprehensive overview of platforms designed for the management and analysis of big Earth observation data. 
The paper explores various existing platforms and technologies that cater to the challenges posed by the vast amount of Earth 
observation data available today. Through an extensive analysis, the survey highlights the functionalities and capabilities of these 
platforms in terms of data management, processing, and analysis.  
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It discusses the significance of efficient data handling and the integration of advanced analytics tools to extract valuable insights 
from the massive datasets. Furthermore, the study assesses the performance and scalability of the platforms in dealing with the 
growing volume of Earth observation data. By presenting a comparative analysis of different platforms, the paper serves as a 
valuable resource for researchers and practitioners seeking to navigate the landscape of big Earth observation data management and 
analysis, ultimately fostering advancements in the field of remote sensing and geospatial research. 
In [3] Hargreaves and Watmough (2021) explore the application of satellite Earth observation for supporting sustainable rural 
development. The paper focuses on the utilization of satellite-based technologies and geospatial data to address the challenges and 
opportunities in rural areas. By examining a range of case studies and research findings, the survey highlights the potential of Earth 
observation data in monitoring and managing various aspects of rural development, such as land use, agricultural practices, natural 
resource management, and environmental conservation. It emphasizes the importance of integrating remote sensing techniques into 
sustainable rural development strategies, enabling evidence-based decision-making and promoting informed policies for socio-
economic and environmental well-being. The survey contributes to the growing body of knowledge on the significant role of 
satellite Earth observation in fostering sustainable development in rural regions, offering valuable insights to policymakers, 
researchers, and stakeholders in the field of geoinformatics and applied Earth observation. 
[4] Investigates the application of Earth system data cubes in unraveling global multivariate dynamics. The paper delves into the 
concept of Earth system data cubes, which offer a multidimensional approach to analyzing complex Earth system processes. By 
integrating diverse Earth observation datasets, the survey explores how data cubes facilitate the representation, management, and 
analysis of spatio-temporal variables at a global scale. Through a comprehensive review of research findings and case studies, the 
study highlights the significance of data cubes in understanding the intricate interactions between various Earth system components, 
such as climate, vegetation, and land use. The survey contributes to the advancement of Earth system science, offering valuable 
insights into the potential of data cubes to support informed decision-making, environmental monitoring, and sustainable 
management of global dynamics. 
The challenges posed [5] by a Big Data Earth. The paper explores the implications of the vast and diverse Earth observation datasets 
available today and their impact on various scientific domains. By examining the complexities associated with handling and 
analyzing big Earth data, the survey sheds light on the computational, storage, and processing barriers faced by researchers and 
organizations. Moreover, it delves into the need for advanced data management and analysis techniques to harness the full potential 
of these datasets. The study emphasizes the importance of developing scalable and efficient solutions to cope with the ever-
increasing volume of Earth observation data. By providing insights into the challenges and potential solutions, this survey 
contributes to the ongoing efforts to navigate the era of big Earth data and its transformative impact on Earth science and related 
disciplines. 
In [6] focuses on the utilization of Big Data for remote sensing, particularly in the domains of visualization, analysis, and 
interpretation. The book explores the transformative impact of Big Data on remote sensing technologies, providing valuable insights 
into the integration of advanced visualization techniques for processing and presenting large-scale Earth observation datasets. 
Through a comprehensive analysis, the survey delves into the challenges and opportunities of analyzing and interpreting Big Data 
from remote sensing platforms, emphasizing the significance of data-driven decision-making in various applications such as 
environmental monitoring, disaster management, and urban planning. By presenting case studies and research findings, the survey 
contributes to the understanding of how Big Data is reshaping the landscape of remote sensing, opening up new avenues for 
innovative research and applications in this critical field. 
In [7] investigate user needs and requirements for future Landsat missions. The paper delves into the perspectives and expectations 
of stakeholders and end-users in the field of remote sensing, focusing on the critical aspects that should be considered in designing 
and planning future Landsat missions. Through a comprehensive analysis of user feedback and case studies, the survey highlights 
the evolving demands for Earth observation data and the role of Landsat missions in addressing these needs. It examines the 
application domains where Landsat data plays a vital role, such as agriculture, forestry, land cover mapping, and environmental 
monitoring. By identifying the gaps and opportunities for improvement, the study offers valuable insights to satellite mission 
planners and policymakers, ensuring that future Landsat missions are tailored to meet the evolving user requirements and contribute 
effectively to global environmental monitoring and sustainable development efforts. 
Sudmanns et al. [8] investigate the paradigm of Big Earth data and its potential to disrupt Earth observation data management and 
analysis. The paper explores the transformative changes brought about by the exponential growth of Earth observation data and its 
implications for data management and analysis techniques. Through a comprehensive analysis, the survey sheds light on the 
challenges and opportunities presented by the vast and diverse datasets, focusing on the need for scalable and efficient solutions to 
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handle big Earth data. It examines the role of advanced technologies, such as data cubes and cloud computing, in enabling effective 
data storage, processing, and analysis. By presenting case studies and research findings, the study contributes to the understanding 
of the impact of Big Earth data on Earth sciences, remote sensing, and related disciplines, ultimately fostering innovative 
approaches to harnessing the potential of Earth observation data for informed decision-making and sustainable development efforts. 
In [9] examines the concept of Satellite Analysis Ready Data (ARD) and its significance in supporting the United Nations' 
Sustainable Development Goals (SDGs). The paper explores how ARD plays a crucial role in facilitating the effective monitoring 
and implementation of SDGs by providing readily accessible and pre-processed satellite data. Through an in-depth analysis, the 
survey highlights the potential of ARD in addressing the data challenges posed by the SDGs, including data availability, processing 
complexity, and interoperability. It emphasizes the importance of ARD in enabling evidence-based decision-making, policy 
formulation, and progress tracking towards achieving sustainable development objectives. By presenting real-world applications and 
case studies, the study contributes to the understanding of how ARD can act as a valuable tool for policymakers, researchers, and 
stakeholders in the realm of Earth observation applications and global policy frameworks, ultimately driving positive changes in the 
pursuit of sustainable development worldwide.Moser et al. [10] focus on the significance of mountain lakes as crucial indicators of 
global environmental change. The paper delves into the role of these lakes as sensitive ecosystems, vulnerable to the impacts of 
climate change, human activities, and other environmental stressors. Through a comprehensive analysis, the survey highlights the 
importance of monitoring and studying mountain lakes as valuable sentinels of environmental shifts on a global scale. It explores 
the diverse methods and technologies employed to assess lake characteristics, water quality, and ecological changes. By presenting 
case studies and research findings, the study contributes to the understanding of how mountain lakes act as essential indicators for 
assessing the broader implications of environmental change and its potential consequences on freshwater resources, biodiversity, 
and ecosystem dynamics. The survey serves as a valuable resource for researchers and policymakers in the field of global 
environmental change, guiding efforts to protect and manage mountain lake ecosystems in the face of a changing climate and 
evolving human impacts. 

V. DESIGN AND IMPLEMENT 
A. Main Solution 
This article introduces an innovative approach to address the growing demand for analyzing and processing large-scale multisource 
remote sensing (RS) big data. The proposed solution, as depicted in Fig. 1, comprises several key components. Firstly, a distributed 
in-memory data orchestration system is established across clouds, allowing virtual mounting of multisource RS datasets. This offers 
users a unified in-memory access view and operation interface, promoting seamless sharing and joint utilization of RS data across 
clouds. Secondly, a distributed data discovery architecture, leveraging STAC standards, facilitates data cube discovery and indexing 
across clouds. The article proposes the LSA data discovery strategy, which efficiently identifies target RS data from multiple cloud 
platforms, enhancing the spatio-temporal aware data discovery process. Lastly, data cube retrieval across clouds is implemented 
using QF data filtering, enabling the selection of high-quality data from various cloud platforms that cover a specific spatio-
temporal range. Additionally, a data cube retrieval interface across clouds is provided to support large-scale RS analysis and 
applications. 

 
Fig. 1. Main solution. 
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B. In-Memory Data Orchestration Across Clouds With Alluxio 
To address the issue of "information silo" among cloud platforms of different Earth Observation Data Cube (EODC) solutions, we 
implement a distributed in-memory data orchestration across clouds using Alluxio. Alluxio, previously known as Tachyon, is a 
memory-centric distributed virtual storage system that bridges the gap between data-driven applications and various storage 
systems, such as Amazon S3, Google Cloud Storage, HDFS, and more. In this article, we deploy Alluxio in highly available mode 
via a Zookeeper cluster to construct the in-memory data orchestration across clouds, as depicted in Fig. 2. By virtually mounting RS 
datasets from diverse clouds, including AWS S3, COS, OSS, HDFS, and LOCAL, we address the heterogeneity of underlying 
storage systems. This virtual data mounting mode provides users with a unified access view of all mounted datasets under the same 
namespace, organized as a directory tree (Fig. 3). This approach ensures data sovereignty for data providers while enabling users to 
access and analyze data on demand directly from different clouds. The cloud platforms or data providers maintain and update the 
original RS image data, and when users initiate data access requests, the master node locates the original data and instructs workers 
to read and cache the data from remote clouds to local in-memory (MEM) and hard disk drive (HDD) storage. This way, users can 
access and analyze data from various clouds without the need for local storage of the entire dataset, thus avoiding the high local 
storage capacity requirement for large-scale datasets. 

 
Fig. 2. Architecture of distributed in-memory data orchestration across clouds. 

 

 
Fig. 3. Data in-memory access view across clouds 

 
The data orchestration approach proposed in this article offers a powerful solution by virtually mounting RS data from multiple 
cloud platforms and local file systems, providing users with a unified and global virtual view of the data. Moreover, the system 
intelligently caches frequently accessed data, particularly from remote locations, which significantly improves memory-level data 
I/O throughput for subsequent data discovery, data cube retrieval, and data access across clouds.  
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This effective data orchestration solution successfully tackles the challenges of sharing and accessing data across various Earth 
Observation Data Cube (EODC) solutions, enabling efficient and seamless access to multisource RS data across cloud platforms and 
data cube platforms. By facilitating streamlined data access and eliminating "information silos," researchers can benefit from 
enhanced collaboration, analysis, and decision-making in the field of remote sensing and geospatial research. 

 
Fig. 4. Process of spatio-temporal aware data cube discovery across clouds. 

 
C. Process of data cube Retrieval and Optimization Across Clouds 

 

 
 
The process of data cube retrieval and optimization across clouds involves several key steps to efficiently access and analyze remote 
sensing big data. Here is an overview of the process: 
1) Data Cube Discovery: The first step is to discover the relevant data cubes across different cloud platforms. Leveraging a 

distributed data discovery architecture and utilizing STAC standards, the system identifies data cubes that match specific user 
requirements, such as spatio-temporal extent and data variables. 

2) In-Memory Data Orchestration: Once the data cubes are identified, the framework establishes a distributed in-memory data 
orchestration system using technologies like Alluxio. This system allows for the virtual mounting of the identified data cubes 
from various cloud platforms, providing users with a unified in-memory access view and operation interface. 

3) Data Cube Retrieval: With the data cubes virtually mounted across clouds, users can initiate data cube retrieval requests 
directly from their analysis environment. The master node coordinates the data retrieval process by locating the original data 
from the remote clouds and instructing workers to read and cache the data into local in-memory and hard disk drive storage. 

4) Quality-First (QF) Data Filtering: To optimize the data retrieval process, a QF data filtering strategy is employed. This strategy 
involves filtering out high-quality data that covers the target spatio-temporal range from the multiple cloud platforms, 
minimizing the amount of unnecessary data transfer and improving data retrieval efficiency. 

5) Transparent Caching: The distributed in-memory data orchestration system transparently caches frequently accessed data, 
particularly from remote locations. This caching mechanism enables memory-level data I/O throughput for subsequent data 
discovery, data cube retrieval, and data access, further enhancing the performance of the framework. 

6) Network Speed and Stability Considerations: The performance of data discovery and retrieval may be impacted by network 
speed and stability, especially when sourcing data from multiple public cloud storage platforms. Future work may involve 
addressing network-related challenges to ensure efficient data retrieval even in diverse cloud environments. 
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7) Optimization Strategies: The framework may employ various optimization strategies to improve the overall performance and 
efficiency of data cube retrieval across clouds. This may include load balancing mechanisms, adaptive caching policies, and 
auto-scaling strategies to handle varying workloads and cloud resource management effectively. 

VI. CONCLUSION 
The exponential growth of global archived Earth Observation (EO) data, amounting to exabytes, has prompted the innovative 
paradigm of Earth Observation Data Cube (EODC), revolutionizing traditional EO data acquisition, storage, processing, and 
sharing. However, the proliferation of diverse data cube solutions has resulted in limited interoperability among existing 
infrastructures, impeding data sharing and collaborative use. To address these challenges, we propose an in-memory distributed data 
cube autodiscovery and retrieval method for Remote Sensing (RS) big data across clouds. Our approach involves constructing a 
distributed in-memory data orchestration system, offering users a unified access view and operation interface across different cloud 
platforms. The proposed LSA data discovery strategy and QF data filtering strategy facilitate efficient data discovery and retrieval 
across clouds, overcoming data cube joint use challenges. However, network speed and stability may impact data discovery 
performance due to data sourced from multiple public cloud storage. To enhance performance, future work will consider spatio-
temporal RS data characteristics and design access pattern-aware cache prefetching and replacement strategies. Overall, our method 
enables users to focus on data analysis and processing, eliminating tedious data acquisition tasks. By harnessing the full potential of 
spatio-temporal RS data, our approach facilitates large-scale scientific research on global environmental change and sustainable 
development, contributing to informed decision-making and advancements in the field of remote sensing and environmental 
sciences. 

VII. FUTURE WORK 
As part of future work, this innovative framework of "In-Memory Data-Cube Aware Distributed Data Discovery Across Clouds for 
Remote Sensing Big Data" can be further enhanced and expanded in several ways. Firstly, efforts can be focused on optimizing the 
performance and scalability of the distributed data orchestration system to handle even larger volumes of remote sensing big data 
efficiently. Secondly, exploring the integration of advanced data cube functionalities, such as on-the-fly data aggregation and real-
time updates, can provide researchers with more powerful and flexible data analysis capabilities. Thirdly, achieving semantic 
interoperability by developing standardized data models and ontologies for EODC metadata can enable seamless collaboration and 
data sharing among different cloud platforms. Additionally, ensuring data privacy and security through robust encryption techniques 
and access controls is crucial for handling sensitive remote sensing data. Lastly, conducting real-world case studies and 
collaborations with research institutions can validate the framework's practicality and performance in operational remote sensing 
applications, providing valuable insights for further refinements and improvements. 
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