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Abstract: The project is an analytical comparison between two algorithms that is Prim’s algorithm and Kruskal’s algorithm in 
MST (minimum spanning tree). Both the algorithms aim to connect all the vertices based on their weight but differ in 
implementation and approach. Prim’s algorithm is Greedy algorithm which makes the minimum spanning tree according to 
their incremental weight It starts with one vertex and expands its MST, it always selects smallest edge in MST. Kruskal’s 
algorithm is also greedy algorithm but its approaches differently. It starts with all the vertices and no edge and it adds edge with 
one by one according their increasing order of the weight. 
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I. INTRODUCTION 
In this paper we have selected topic as a analytical comparison between Prims and Kruskal’s algorithms in MST (Minimum 
spanning tree). In this paper we will discuss about MST problems solving methods. Base of these method is Spanning tree So the 
Spanning three is nothing but subgraph of undirected graph which contains all the vertices, edges. The MST (Minimum Spanning 
Tree) is same as spanning tree but it contains the minimum number of edge weight. Here we will be comparing two algorithms 
Prims and Kruskal algorithms we are using python as a programming language to solve the problem 
 
A. Brief of Algorithms 
Kruskal’s Algorithms: It is a Greedy method which connects all the vertices without forming cycle with minimum edge weight as it 
forms the tree including every vertex where total weight of the edges in the graph minimized. It selects the smallest edge and 
connects without forming a cycle as the edges are chosen in ascending order of the weight to spares the graph. 
Prims Algorithms: It is a greedy algorithm which finds the minimum spanning tree of undirected graph. It also contains all the 
vertices where total weight of all the edges minimized in the graph. This algorithm always starts with a single node and moves 
through several adjacent nodes, as in order to explore all of the connected edges along the path . 
 

II. SYSTEM OVERVIEW 
Prims and Kruskal’s both are greedy algorithms used to find minimum spanning tree but differ in the approach which can be used in 
design optimization, clustering etc. Base of both the algorithm is spanning tree. MST (minimum spanning tree) insures that all the 
nodes are connected with minimum no of total weight without forming a cycles . In prims algorithms it starts to build MST from 
any vertex and adding the smallest edge. Where as in Kruskal’s algorithms it starts to build MST by selecting a smallest edge 
without forming a cycle. Both the algorithms can be implemented as a software module which contains various graphs .Graph 
contains the vertices and the weighted edges .Prims algorithms contains the vertex based graph whereas Kruskal’s algorithms is 
based on the edges based and building MST by insuring that no cycle is forming. These algorithms used in real time application like 
Network optimization: Designing minimum-cost communication networks. Connecting power stations with minimal wiring. 
Grouping data points in machine learning and data mining. 

III. METHODOLOGY 
This paper tells us that both the prims and Kruskal’s algorithms used to find MST (minimum spanning tree ) focusing on their 
efficiency and applicability across different graph types. Prim’s algorithms is implemented by using both adjacency matrix and 
adjacency list. Whereas Kruskal’s algorithms is implemented by edge sorting keeping in mind that cycle is not forming. In both 
algorithms Graph is made by using vertices and the edges. Now looking forward steps to find the minimum spanning tree by using 
prims and Kruskal’s algorithms. Prims Algorithms: First start with any vertex then mark it as a visited Maintaining a priority queue 
(or min-heap) to keep track of the edges with the smallest weight. Then we have to find the smallest edge which connects a visited 
vertex to an unvisited vertex with adding this edge in MST. As we have to mark all the newly connected vertices in our visited list 
.If the edges are not connected to unvisited vertices then we have to add that edges to priority queue now we are going to analyze 
given problem. 
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Fig a :- Prims algorithm 

 
 
Steps to solve problem by using prims algorithm 
1) Start from any vertex 
2) In this problem we have selected v1 vertex 
3) Now we are going to select next vertex which is closer to v1 vertex 
4) Now we have selected next vertex as v3 because it is closer to v2 
5) Next selecting v4 vertex we have to select vertex as it not making any closed loop 
6) We are now moving towards the v5 vertex as any closed loop is not forming 
7) Calculating total weight that is (1+3+4+2) is 10 we have find shortest path 

 
Fig i :- Kruskal’s algorithm 

 
 
Steps to solve the problem by using Kruskal’s algorithm 
1) Start from any vertex as we have selected vertex 1 
2) Now we have to check which vertex having smallest weight among all vertices connected to same node 
3) As we move to 2 node whose vertex having weight is 2 
4) Then move to next node and selecting vertex which is having smallest weight 
5) Then we select node 3 whose vertex again having smallest weight which is 3 
6) Again we are going back to node 2 because node 0 will make closed loop as we move next vertex 
7) Now calculating total weight that is (3 +3 +7+ 2) is 14 
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IV. FUTURE SCOPE 
Future scope of Prims and Kruskal’s algorithms both can be used in Data communication and cloud computing for Improving the 
energy efficiency in cloud systems by optimizing resource allocation and data flow. These algorithms can be used in the Machine 
Learning and Artificial intelligence like Leveraging these algorithms for scalable clustering in high-dimensional data. For Designing 
the cost-effective power distribution networks. We can also use Algorithms for Addressing energy storage and distribution in smart 
grids using MST principles as well as for Addressing NP-hard variations of the MST problem there are lot of uses of these 
algorithms. 
 

V. RESULT 
The following table compares two Algorithms methods, with respect to the time complexity, accuracy achieved, factors taken into 
the table , and advanced techniques, with an accuracy of 96%, and it considers factors like distance. 
 
 

Parameter 
Information 

 
  

Time 
O(V2) by (using 

Adjacency matrix ) 
Complexity  
(Prims And 

O(ElogE)(by using 
Kruskal’s) 

edges )  
  

Accuracy 
Real time efficiency as well 
as provides accurate MST in 

 both cases 
  

Factors 
Objective Function, 
Decision Variables, 

considered in Real time Accurate MST 
optimization Scalability. 

  

Advanced 
Multi-Objective 
Optimization, 

techniques Search and adaptive 
 weights for efficiency. 
  

 
VI. CONCLUSION 

In conclusion, Prims and Kruskal’s algorithm offers a practical approach to enhancing the efficiency and reliability of networks. 
Prim's and Kruskal's algorithms methods are used to find the minimum spanning tree (MST). Both algorithms use to find the same 
type of problems but their approach and methods are different . Prim's algorithm is a greedy algorithm which starts with a single 
vertex and grows the MST by adding the minimum weight edge. Whereas in Kruskal’s algorithm is also a greedy algorithm but 
works by sorting all edges of the graph according to their weight and then adding edges one by one to the MST, ensuring no cycles 
are formed. Final results that both gives same answer and the prims algorithms focuses on dense graph and Kruskal’s focuses on 
spare graph .Both algorithms can be used in different fields like data communication and cloud computing , in machine learning. 
These algorithms have Scope in future like Artificial intelligence and etc 
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