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Abstract: Tests that are automated and intended to tell humans from machines are called CAPTCHAs. Computers find it harder 
to solve them, which prevents programs from abusing online services and consuming internet resources, but humans can solve 
them with ease.  
Convolutional neural nets could be used to efficiently and automatically complete the CAPTCHA tests. The highly precise 
CAPTCHA recognition techniques currently in use can be structurally complex. Consequently, our group investigated an 
alternative method for resolving CAPTCHAs: enhancing accuracy by using image processing and a Convolutional Neural 
Network, which is more efficient in terms of run time and structural complexity. Our networks were also evaluated using 
CAPTCHA datasets that included background noise and character adhesion. 
 

I.   INTRODUCTION 
The purpose of CAPTCHA, or the Fully Automated Public Turing Test that Tells Computers and Humans Apart, is to prevent 
automated programs from wasting network resources by frequently accessing websites quickly. Most online service providers have 
used CAPTCHA testing before permitting a user to complete certain operations, including filling out a form. Of all the CAPTCHAs, 
the most popular ones use low-resolution, distorted characters with adhesions between characters and background noise that the user 
has to read and accurately write into an input box. For humans, this job is rather easy—it takes a median of 10 seconds to complete 
[1]. However, computers find it challenging because of the noise—it is difficult for a programme to distinguish the characters from 
the background. Convolutional Neural Networks (CNN) could, however, allow computers to perform these CAPTCHA tests quickly 
and correctly. Developing a quick, easy, and reliable way to identify CAPTCHAs can help with both the construction if new, more 
secure CAPTCHAs and ensuring the accuracy of the safety of the ones that already exist. Numerous other domains, such as 
handwriting recognition and license plate identification, could potentially benefit from the same methodology used for CAPTCHA 
recognition. Our work aims to optimize a CNN model in terms of accuracy, structural simplicity, and training data requirements. 
Additionally, in an effort to improve model performance and minimize the quantity of training data needed, we experimented with 
preprocessing the CAPTCHA images using methods like Fourier Transform. Absolutely Automated Public Turing Test to Tell 
Computers and Humans Apart, or CAPTCHA, is a commonly used technique to stop automated bots from visiting websites or 
performing particular tasks. By posing problems that are simple for people to answer but complex for robots, the intention is to 
distinguish between automated systems and human users. It is difficult for automated computers to correctly identify these deformed 
characters since they are purposefully bent and hidden by background noise. Still, most people can understand the content really 
easily. One kind of deep learning technique that is especially useful for image recognition applications is Convolutional Neural 
Networks (CNNs).  
 

II.   RELATED WORK 
1) “How good are humans at solving CAPTCHAs,” 
Humans can easily complete captchas, but machines find them difficult. All of the new research, however, has concentrated on 
making them difficult for machines to understand. In this study, we provide the first thorough evaluation of captchas from the 
perspective of humans, estimating the amount of friction a captcha causes the average user. We gathered volunteers for this study 
from Amazon Mechanical Turk as well as an unofficial captcha-breaking business. They were asked to complete over 38,000 
captchas using the 21 most popular captcha schemes—13 picture schemes—that were disseminated and 8 audio schemes. The 
resulting data is analyzed, and it shows that humans frequently struggle with captchas—audio captchas being especially challenging. 
We also discover certain demographic tendencies, such as the fact that non-native English speakers perform less accurately and 
slower over all on captcha systems that are English-centric. The evidence from 14,000,000 eBay captcha samples gathered over a 
week suggests that the solving accuracies found in our study are fairly close to real-world values and that improving audio captchas 
should be a primary priority because approximately 1% of all captchas are presented as audio rather than visuals.  
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In conclusion, our research suggests that using Mechanical Turk instead of an underground service can help an attacker answer 
captchas more successfully. 
When it comes to solving traditional text-based CAPTCHAs, humans typically do well. These CAPTCHAs are difficult for 
automated computers to interpret correctly because they usually have deformed text characters that are hidden by background noise. 
Deciphering the warped text and typing it into the input box is a very simple operation for most humans, especially those with 
normal vision. Research indicates that most users are able to rapidly and accurately solve CAPTCHAs. For instance, studies show 
that it typically takes a human being ten seconds to do a CAPTCHA assignment. This shows that humans are generally good at 
reading the text and telling it apart from the backdrop, even with the deliberate distortions and noise added to make the task 
difficult.  
 
2) “Using gradient-based learning for document identification,” 
Multilayer neural networks that have been trained using the back-propagation algorithm provide the best example of a successful 
gradient-based learning approach. If the network architecture is appropriate, gradient-based learning techniques can be utilized to 
synthesis a complex decision surface that needs minimal preprocessing to classify high-dimensional patterns, such as handwritten 
characters.  
This work examines several approaches to handwritten character identification and contrasts them using a common handwritten 
digit recognition problem. We show that convolutional neural networks—which are designed expressly to manage the diversity of 
2D shapes—perform better than all other approaches. Field extraction, language modeling, and segmentation recognition are a few 
of the elements that make up practical document recognition systems. Such multimodule systems can be globally trained with 
gradient-based techniques to minimize an overall performance metric, thanks to a novel learning paradigm known as graph 
transformer networks (GTN). There is an explanation of two online handwriting recognition systems. Tests show the benefits of 
global training and the adaptability of network transformer networks. Additionally, a graph transformer network of reading a bank 
cheque is explained. It offers record accuracy for both personal and business assessments by fusing convolutional neural network 
character recognizers with global training methodologies. It reads millions of checks every day and is used in commerce. Using 
machine learning algorithms, especially those based on gradient descent optimization techniques, to train models that can 
automatically identify and categorize documents based on their content is known as gradient-based learning for document 
identification. Documents are usually represented using this method as high-dimensional feature vectors, where each feature 
represents particular traits or patterns found in the text of the document. Word frequencies, n-grams, semantic embeddings, and 
other representations generated from the document text are examples of these attributes. A model, like a neural network or support 
vector machine, is trained by iteratively changing its parameters in order to minimize a loss function that measures the difference 
between the model's predictions and the actual document labels.  
 
3) “Recognizing multi-digit numbers from street view photos with deep convolutional neural networks,” 
It is difficult to recognize random multi-character writing in unconstrained natural photos. We tackle an equally difficult sub-
problem in this field, which is the recognition of random multi-digit digits from Street View pictures, in this paper. The localization, 
segmentation, and recognition processes are usually handled separately in traditional methods to this problem. In this research, we 
provide a unified approach that incorporates all three processes using a deep convolutional neural network that interacts directly 
with the picture pixels. Large-scale distributed neural networks are trained on high-quality photos using the Disbelief 
implementation of deep neural networks. We find that the deeper the convolutional network, the better this technique works; the 
deepest architecture we trained, with eleven hidden layers, yielded the best results. Using the SVHN dataset, which is accessible to 
the public, we test this method and obtain over 96% accuracy in identifying entire street numbers. We show that we outperform the 
state-of-the-art with 97.84% accuracy on a per-digit recognition task. We additionally assess this methodology on an even more 
demanding dataset produced from Street View photography, which includes several tens of millions of annotations for street 
numbers, and we attain an accuracy rate of 90%. We apply the suggested system to synthetic distorted text from reCAPTCHA in 
order to investigate its applicability to more general text recognition tasks. ReCAPTCHA, which uses twisted language to 
distinguish between humans and automated programs, is one of the safest reverse Turing tests. On the most challenging 
reCAPTCHA category, we record a 99.8%. Based on our assessments of the two tasks, we have found that the suggested system can 
perform as well as, or better than, human operators under certain operational parameters. 
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4) “CAPTCHA recognition method based on LSTM RNN” 
One kind of hard artificial problem-based network security measure is the fully automated public Turing test, or CAPTCHA, which 
is used to distinguish between computers and people.  Research on the adoption of CAPTCHA requires that it be made more secure 
and that some challenging issues be resolved. First, state-of-the-art CAPTCHA recognition techniques are examined. After that, a 
recognition technique built on a recurrent neural network (RNN) done with long short-term memory (LSTM) blocks is discussed. 
The third area of study is feature extraction for CAPTCHA recognition. A last suggestion is made for a decoding method to improve 
the recognition rate. The suggested recognition method's efficiency is demonstrated by the experimental findings. It has been 
demonstrated that an image's grey value can be a relatively helpful RNN characteristic. Additionally, with minimal temporal 
complexity, the suggested decoding algorithm achieves good recognition rates. Deep learning architectures such as long-sequence 
trainable neural networks (LSTM RNNs) are ideal for tasks like speech recognition, language translation, and sequence prediction 
because they are specifically made to handle sequential data with long-range dependencies. LSTM RNNs are trained on a dataset of 
CAPTCHA images in the context of CAPTCHA recognition in order to identify the temporal patterns and structures contained in 
the distorted text. Because LSTM RNNs can capture and retain information over longer sequences than standard feedforward neural 
networks, they can handle the variable-length nature of CAPTCHA problems with effectiveness. In training, the network steadily 
improves its capacity to produce precise predictions about the characters in the CAPTCHA by learning how to iteratively update its 
internal state depending on the input sequence of picture pixels.  

 
III.   METHODOLOGY 

1) Data Collection: Using this module, we will upload CAPTCHA image dataset to application. 
2) Data Preprocessing: with the help of this module, we will examine every CAPTCHA image. Once Preprocessing has been 

applied, we will take features out of every review. 
3) Train CNN Algorithm: we are training the CNN algorithm with the dataset. 
4) Predict Captcha: we are predicting the CAPTCHA by giving the test images. 

 
IV.   FLOW CHART 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig-1: Flow Chart 
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V.   RESULT AND DISCUSSION 

 
Fig-1: Uploading Captcha Dataset 

 
In above screen click on ‘Upload Captcha Dataset’ button to upload dataset and to get below screen. 

 
Fig-2: Graph 

 
The x-axis in the graph above represents EPOCH, the y-axis accuracy/loss values, the red line in the graph above represents LOSS, 
and the green line represents accuracy. As we can see, the accuracy value increased and the loss values decreased with each 
increasing epoch, indicating that CNN was accurately trained on the dataset. 
 

VI.   CONCLUSION 
Text-based CAPTCHAs are the most widely used type of CAPTCHA, despite being the least secure option. This is because they are 
inexpensive, easily accessed, and simple to use. It is necessary to make changes to text-based CAPTCHAs since they are less secure 
and more susceptible to assaults than planned. By identifying their vulnerabilities, it's possible to enhance the security of text-based 
CAPTCHAs by developing more accurate and efficient solutions. All things considered, CNN is a quick and accurate way to 
identify CAPTCHAs; further advancements in its application could increase the security for text-based CAPTCHAs. Our group 
built three CNN networks that are structurally more effective than many of the existing methods of high accuracy CAPTCHA 
recognition, and investigated them on three different CAPTCHA datasets to see if CNN networks with shorter runtimes and less 
structural complexity could be used to accurately recognize CAPTCHAs with character adhesions as well as background noise. 
With only 1070 samples chosen for training from each dataset, the findings demonstrate that these networks, albeit having less 
structural complexity, are nevertheless able to achieve high recognition accuracy, as seen by Network 1's 94.67% accuracy on the 
first dataset. More training, in our opinion, could considerably enhance accuracy even in low-accuracy situations. These findings 
suggested that, in comparison with two datasets, the third dataset—which consists of all 26 upper case and lower-case letters and 10 
digits randomly punctuated by character adhesions, slants, and dots and lines in the background as distractions—was significantly 
more difficult for the models to recognize and required more training to achieve the desired accuracy. We continue to work on the 
open issue of text-based CAPTCHA security in the future. 
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