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Abstract: Diabetic Retinopathy (DR) is an eye condition, caused by diabetes and can lead to vision loss or blindness. It has 
affected over 290 million people worldwide, including 69.2 million in India, and the number of individuals affected is expected to 
rise tremendously in the future years. The manual diagnosis process of DR by ophthalmologists is time-consuming and cost-
consuming and prone to misdiagnosis unlike computer-aided diagnosis systems. This paper focuses on severity of DR as Mild 
DR and Severe DR using Convolutional Neural Network approach. The dataset which we have used is available in Kaggle. The 
raw input images are gray scaled and then they are processed using trained convolutional neural network model, which extracts 
the features of fundus images. A standard report which includes the patient details and the severity of DR along with affected 
percentage is generated in a pdf format. 
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I. INTRODUCTION 
Diabetic Retinopathy (DR) is a rare disease caused by high blood sugar levels which results in the damage of the retinal nerves and 
inflammation of the blood vessels which eventually results in loss of vision or complete blindness in the patient.[1] It is an incurable 
disease but can be prevented by keeping the blood glucose levels in check. Diabetic Retinopathy is detected by Ophthalmologists 
using various  
eye tests. DR can be kept in check by monitoring the blood glucose levels and by regular eye check-ups. Hence the proposed system 
is a machine learning algorithm designed to detect Diabetic Retinopathy in the most effective and reliable manner. Figure shows the 
comparison between normal retina and diabetic retinopathy  

 
Fig.1 Normal Retina 

 

 
Fig.2 Diabetic Retinopathy 
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There are two stages of Diabetic retinopathy.  
1) Non-proliferative diabetic retinopathy (NPDR): The word Proliferative refers to abnormal swelling or growth of blood vessels. 

NPDR being the earliest stage of  DR has minor or nonexistent symptoms. The retinal blood vessels weaken and may leak fluid 
to cause retinal swelling and hence causing blurriness of vision.  

2) Proliferative diabetic retinopathy (PDR): The advance stage in which fragile blood vessel starts growing known as the 
neovascularization. Due to poor blood  circulation at this stage, the retina is oxygen deprived. Vessels bleed and leak fluid into 
the vitreous causing cotton wool like structures called soft exudates. The lipid deposits which appear smooth and waxy in 
appearance are known as hard exudates. Serious complications of PDR include, clouding of vision, retinal detachment due to 
scar tissue formation, damaged optic nerve due to elevated eye pressure and the development of glaucoma. Glaucoma rapidly 
deteriorates the optic nerve. PDR can cause severe vision loss and blindness if blood glucose levels are kept unchecked and 
untreated. [2]  

 
II. EXISTING WORK 

Research has been carried out on methods for the classification of DR with encouraging results.  Gardner et al used small dataset of 
around 200 images and split each image into patches and then to classify the patches for features clinicians were required before 
implementation pf SVM. He used Neural Networks and pixel intensity values to achieve sensitivity and specificity results of 88.4% 
and 83.5% respectively for yes or no classification of DR. 
Thanapong, C., et al developed extraction of blood vessels from retinal fundus image based on fuzzy C-median clustering algorithm. 
He proposed an automated method of detecting and extracting the blood vessels in retinal images [7]. The proposed algorithm is 
composed of 3 steps as follows: 
Matched filtering, Fuzzy C-Median (FCMED) clustering, Label filtering. 
Matched filtering is used to enhance visualization of the blood vessels. Fuzzy C-Median (FCMED) clustering is used to keep the 
spatial structure of vascular tree segments. Label filtering is used to remove misclassified pixels. This algorithm has been evaluated 
in terms of specificity and sensitivity and performs well in analyzing anatomical structures in retinal images. 
Acharya et al has created an automated method for identifying and classifying DR. The features which were extracted from the raw 
data using a higher-order spectra method, are fed into the SVM classifier and capture the changes in the shapes and contours in the 
images. This SVM method showed an average accuracy of 82%, sensitivity of 82% and specificity of 88%. 
 

III. PROPOSED WORK 
In this paper we proposed that detection of Diabetic Retinopathy in fundus images of retina using CNN (Convolutional Neural 
Network). Convolutional networks (ConvNets) have recently seen a lot of success in image and video recognition on a big scale. In 
Convolutional Neural Network, we deployed the VGG-16 architecture. 

 
Fig 3. VGG-16 Architecture 

 
This architecture achieves 92.7% top-5 test accuracy on ImageNet dataset which contains 14 million images belonging to 1000 
classes. 
 
The process of detecting Diabetic Retinopathy are as follows: 
1) Data set 
2) Preprocessing 
3) Feature Extraction 
4) CNN Classifier 
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A.  Data Set 
The dataset used for this paper is taken from the Kaggle APTOS competition. This dataset is a large set of high resolution retina 
images taken by Asia Pacific Tele Ophthalmology Society (APTOS) Symposium under a variety of imaging conditions. Images are 
labelled with a 12- digit code containing both alphabets as well as numeric. 

 
Fig 4. Flow Diagram 

 
For e.g., image labelled as 017a165a0bb0.png is the image of a random sample in the dataset. Special type of cameras and models 
are required to capture these images. Fundus Photography is used for capturing the image of the damaged/healthy retina.  

  
Fig 5 . Input Image 

 
The data is unclean and noisy. 4088 training images with 3-class labels (No, mild, severe, stage) are present. The dataset consists 
of color photographs that vary   
in dimensions.  
 
B.  Pre-processing 
In preprocessing, the raw image is converted into a grayscale image and resized. The RGB image to grayscale conversion is done 
for ease of processing.  
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Fig 6. Grayscale Image 

 
1) Resizing the Images: The purpose of resizing is to transform all the different size of images to a single two-dimensional (height 

and width) image. Since the training method uses images, resizing is important. As a result, the processing time is reduced.  The 
image was resized using Python's opencv2 package.  

 
C. Feature Extraction 
We have used Gray Level Co-occurrence Matrix (GLCM) method to extract the feature od images.  
We have considered the below features from retinal images which are  derived from the GLCM matrix.   
1) Contrast: Contrast measures the local variations in the grey level of the pixels in the co-occurrence matrix. The intensity of 

the grey image pixels is calculated using the following equation: 

ܱܶܰܥ =  ݔ)௫,௬ܭ −  ଶ(ݕ
ିଵ

௫,௬ୀ

 

 
2)  Dissimilarity: Dissimilarity is a measure of local intensity variation defined as the mean absolute difference between 

the neighboring pairs. A larger value correlates with a greater disparity in intensity values among neighboring voxels.  

ܯܵܫܦ =  ݔ|௫,௬ܭ − |ݕ
ିଵ

௫,௬ୀ

  

 
3)  Homogeneity: Homogeneity is the distribution of the pixels which measures and gives the value of the closeness of the 

elements of GLCM to the elements in the diagonal of a GLCM matrix. Homogeneous images have very less grey pixel 
values, which produces high measurement for probability of x,y resulting in high values of sum of square. Value 
of Homogeneity is 1 for a diagonal. It is calculated by the following equation 

ܩܯܱܪ = 
௫,௬ܭ
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4) Angular Second Moment (ASEM): Angular Second Moment (ASEM) represents the uniformity of distribution of grey level in 

the image. Before preprocessing the images to the CNN, the image is converted to an array and the array is mapped in the range 
of 0 to 1. We set an epoch as 30 to attain a deep network. We have used Adam optimizer and the batch size is 32. We generate 
several images from the existing image dataset using parameters such as rotation range, shear range, zoom range and horizontal 
flip, width shift range, height shift range to the image data generator in order to train the model with more images since we have 
only 120 images for training.  

 

ܯܧܵܣ = {݇(ݔ, ଶ{(ݕ
௬௫ 
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D.  CNN Classifier 
Convolutional Neural Networks (CNN or ConvNet) are complex feed forward neural networks. CNNs are used for image 
classification and recognition because of its high accuracy.  
CNNs are particularly useful for finding patterns in images to recognize objects, faces, and scenes. They can also be quite effective 
for classifying non-image data such as audio, time series, and signal data.  

 
Fig 7. Network Architecture 
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1) Convolutional Layer: Convolution is a combined integration of two functions, showing how one function influences the shape 
of the other. In all the 3 sets, the Convolution Layers have 32 features detectors of 3 x 3 dimensions. Each feature detector is 
convolved with the input image to generate corresponding feature maps.   

2) ReLU Layer or Rectification Layer: ReLU stands for Rectified Linear Unit layer. ReLU is applied to every pixel of the 
convolutional layer's feature maps to introduce nonlinearity. from convolving. The output is passed to the pooling layer. 

3) Max-Pooling Layer: The Max Pooling is done in each and every feature map obtained in the ReLU Layer, where the pooling 
stride is of size (2 x 2), to preserve the features and to make the Convolutional Neural Network spatially independent.  

4) Fully Connected Layer:  The fully connected input layer receives the output from the fully connected output layer. Each layer is 
flattened to a single vector value. Then, the features are weighted to classify the labels. Finally, it calculates the probability for 
each label. A label with a high probability of matching the given label Image input. This gives us our detection, result and 
classifies the image.  

5) Dropout Layer: The dropout value indicates how many nodes of the current layer need to be cut off or disconnected from the 
next layer. It ensures that no single node predicts a specific class of image because of the redundancy inherent in the model. 

6) Training the Model: In general, we update the input shape of the image as channel first. For VGGnet, we pass parameters such 
as the convolution window size as 3x3, the number of filters it should build out of it as 32, the number of filters for the next 
pass at 64, and the padding value at 128. The output size is preserved as the input size by marking same. ReLu, or Rectified 
Linear Unit, is used here as the activation function. As a result, the image becomes more non-linear. Next, we perform batch 
normalization followed by maximum pool size is 3x3. The dropout for convolution and pooling layer is 0.25, while for fully 
connected layer it is 0.5. In order to control over fitting, dropouts are used. To return our predicted probabilities for each class 
label, we use softmax classifier.  

7) Testing the Model: We repeat the exact same process for the test images, starting with preprocessing and going through all 
layers of CNN. The output of the testing image values from the fully connected layer is now combined with all the filter values 
built in the training part to create a test image. The probability is calculated. For the correct match, the highest probability is 
taken. Finally we have segmented two features from abnormal images.  

  
IV. RESULTS AND DISCUSSION 

From this project, we have observed and classified the retinal fundus images as No DR, Mild DR, Severe DR depending upon the 
percentage as follows: 

Level Detection Percentage 

1 No DR Less than 10% 

2 Mild DR 
Less than 50 and 
greater than 10% 

3 Severe DR Greater than 50% 

 
The model accuracy and loss are shown in Fig 8 and Fig 9. 

 
Fig 8. Training and Validation Accuracy 
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Fig 9. Training and Validation Loss 

 

 
Fig 10. Output Image 

 
 

 
Fig 11. Generated Report 

 
V. CONCLUSION 

Most people suffer from diabetes, which is a main cause of DR. With proper treatment, its symptoms can be minimized. Therefore, 
a model must be developed that can detect DR without any expert guidance. CNN is a Deep learning algorithm that works 
effectively and accurately for the classification of images. In this project, we have also viewed the accuracy and loss of trained and 
validation images. We have implemented the algorithm by modifying some parameters such as the number of convolution and 
pooling layer optimizer to achieve better efficiency. The future scope of this project is that we would train the model on more 
datasets such that it can identify and classifying diabetic retinopathy, which would help the physicians. 
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