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Abstract: Ischemic stroke is a condition in which brain stops working due to lack of blood supply resulting in death of brain 
cells. Image processing is widely used to detect Ischemic Strokes in brain. Ischemic stroke is a leading cause of disability and 
death for which no acute treatments exist beyond recanalization. The pre-processing is performed including filtering on the raw 
data collected. According to WHO, if these brain strokes are continued, we were going to see massive deaths all over the world. 
This work presents about prediction of brain stroke using Machine Learning. It shows the outcome of numerical analysis that is 
meant as a preliminary step towards experimentation. For this, regular information is collected in real time and is computed. we 
present synthetic results that are obtained by experimentation. the strokes can be detected in early stages. According to previous 
study, we have Computed Tomography for identifying Brain Stroke. Our work shows the usage of Machine Learning tools using 
machine learning for early prediction of Brain Stroke. 
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I.  INTRODUCTION 
Everyone's life is viewed as being centred around their health hence it is necessary to have a system in place for keeping track of 
disease statistics and their connections.  
In clinic medical records, patient case summaries, and other manually preserved documents, the majority of information relevant to 
diseases can be discovered. These might be read using various text mining and machine learning approaches to decode the sentences 
(ML). Machine learning is a tool that can be used to spread content as part of information retrieval, where the semantic and syntactic 
components of the content are given precedence. In order to extract features and classify them, various ML and text mining 
approaches are presented and put into practice. 
In today’s scenario brain strokes are one of the leading diseases that is affecting the lifespan of a particular person Generally people 
of age limit 35 - 50 are being much affected by this brain stroke that is diminishing their lifespan. This brain stroke is leading to 
major side effect such as paralysis According to a survey every 4 out of 10 were facing the problem of paralysis. A person who is 
having a problem of diabetes have 2x times more effect than a general brain stroke treated person. So, in this project we aim to 
predict the brain stroke for a particular person based on their habits, medical conditions using machine learning. 
 

II. LITERATURE SURVEY 
In the research conducted by Manisha Sirsat, Eduardo Ferme, Joana Camara, the main aim of the research was to classify state-of-
arts on ML techniques for brain stroke into 4 categories  based on their functionalities or similarity, and then review studies of each 
category systematically. The study further discusses the outcomes and accuracies obtained by using different Machine Learning 
models using text and image-based datasets. In this study, the authors discussed many stroke related problems from the state-of-art. 
The reviewed studies were grouped in several categories based on their similarities. The study notes that it is difficult to compare 
studies as they employed different performance metrics for different tasks, considering different datasets, techniques, and tuning 
parameters. Hence, it only mentions the research areas which were targeted in more than one study and the studies which report 
highest classification accuracy in each section. 
The paper finally concludes by discussing how Machine learning applications are expanding in the medical field for diagnostic and 
therapeutic purposes, and the rapidly expanding and increasingly neuro-imaging reliant field of AIS is proving to be fertile ground. 
There is a particular need for ML solutions in this field, which is faced with the challenge of increasingly complex data, with limited 
human expert resources. Future directions in ML for AIS may require collaborative approaches across multiple institutions to build 
a robust dataset for efficient training of ML networks. 
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III. EXISTING SYSTEM 
The existing system was based on MRI and CT scans for classifying early strokes. Previously work is done for how to treat the brain 
stroke within three months of attack of a brain stroke from the time patient is admitted in the hospital based on properties of EEG. 
the recent work presents approaches such as LSTM, biLSTM, GRU, and FFNN but GRU performs the best with 95.6% accuracy, 
whereas biLSTM gives 91% accuracy and LSTM gives 87% accuracy and FFNN gives 83% accuracy.In the last five years, several 
scores such as the ASTRAL, DRAGON and THRIVE have been proposed as tools to help physicians predict the patient functional 
outcome after a stroke. Diffusion-weighted magnetic resonance imaging (DWI) is sensitive to acute ischemic stroke and is a 
common diagnostic method for the stroke. 
 

IV. PROPOSED SYSTEM 
The proposed system is an application that is based on machine learning algorithms. In this work we will predict the brain stroke in 
early stages than before based on the person’s gender, age, previous medical history, person's food habits, the place where the 
person is staying, his/her marital status, smoking status, average glucose level, body mass index values, the kind of work (or) work 
environment, any previous surgeries happened, what are the symptoms the person is facing in the current situation. This is compared 
to the dataset that is already given through Random Forest Algorithm and using that comparison we will determine what the disease 
is whether it a brain stroke or any other else. If it is a brain stroke, then the type of brain stroke will be detected and can be 
forwarded for treatment. 
 

V. METHODOLOGY 
In this process, first the dataset is taken and performed data pre-processing which helps to clean the dataset. Then the data is divided 
into training data and test data respectively. Next, the Random Forest model will be run followed by training and testing. Finally, the 
output is shown through the application. If the outcome is positive then, the patient is advised to consult a doctor either wise if the 
result is negative, then the patient will be given with a prediction that is the person is having a chance of getting a stroke based on 
the daily routine, food habits, smoking status, age, work type, marital status, previous health history etc. 
Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can be used for both 
Classification and Regression problems in ML. It is based on the concept of ensemble learning, which is a process of combining 
multiple classifiers to solve a complex problem and to improve the performance of the model. Random Forest is a classifier that 
contains a number of decision trees on various subsets of given dataset and takes the average to improve the predictive accuracy of 
that dataset. The greater number of trees in the forest leads to higher accuracy and prevents the problem of overfitting. 
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VI. IMPLEMENTATION & CONCLUSION 
A. Data Collection  
Data is the main source to get the result, to implement the model whether the brain stroke is present or not. Random Forest is one of 
the top and leading techniques of machine learning to solve any type of problem without any regard.  
 
B. Pre-processing of Data 
Data pre-processing is another important thing to be remembered while training a model. Before training any model the data that we 
are giving to the model should be proper and appropriate. For this purpose, we collected raw data, and we will remove all the 
improper values that can’t be accepted while training the model. However our pre trained model has completed this process and 
hence our data is clean and accurate. 
 
C. Workflow 
1) Collect data from outsource.  
2) Login into the software. 
3) Define the data. 
4) Train the model  
5) Test the model.  

 
VII. RESULTS 

A. Sample Screens 
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VIII. CONCLUSION 
We conclude that machine learning techniques can be effectively used to predict the functional outcome of a brain stroke. So, we 
wish to improve the prediction by using machine learning techniques with the help of Random Forest algorithm. To get this job 
done we created a software in which technician will login into those websites. This software is deployed only to the medical teams 
to keep the data confidential. So, this entire work is controlled by the technician. Firstly, the technician will register into the 
software. After logging in that software, the stroke page will be opened. Before that the technician will train the patient data with the 
help of random forest algorithm. So that the patient data is stored in the software which is called as trained data. After training the 
data, the technician will provide inputs to the software which is called test data. So, with the help of our software, it predicts whether 
brain stroke is present or not. If the result obtained is a positive one, then it will suggest the person to consult a doctor immediately. 
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