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Abstract: Accurate crop yield prediction is a complex and intricate task that encompasses a multitude of factors and variables, 
rendering it arduous to establish a dependable mathematical model. Conventional machine learning (ML) models for crop yield 
prediction have surpassed their efficacy. This research endeavour sought to enhance crop yield prediction accuracy by 
hybridizing a neuro-genetic model utilizing statistical data amassed over a 35-year period from various pertinent agricultural 
departments in Tamil Nadu, India, including the Statistical, Agricultural, and Meteorological Departments. This research delved 
into analyzing and identifying the optimal weight configuration for the artificial neural network (ANN) to bolster accuracy with 
the assistance of genetic algorithms (GA). Seventy-five percent of the data was employed to train the model, while the remaining 
25% was utilized for model testing. To gauge the performance of this research work, 5-fold cross-validation was implemented. 
RMSE, MAE, and Adj R2 were employed to evaluate the performance and contrast the performance of the neuro-genetic model 
with the conventional ANN. The neuro-genetic model exhibited superior accuracy compared to the conventional ANN.  
Keywords: Artificial Neural Networks, Genetic Algorithms, Crop Yield prediction, paddy, Decision Support Systems 
 

I. INTRODUCTION 
Ensuring food security is paramount to achieving the Sustainable Development Goals (SDGs), and paddy, a staple crop in Asia and 
a significant global food source, plays a critical role in this endeavor (Bin Rahman A. N. M., & Zhang J., 2023). Economic models 
predict a substantial increase in food demand by 2050, ranging from 59% to 98% (Hugo Valin et al., 2014; OECD-FAO 
Agricultural Outlook 2021-2030, 2021), necessitating a substantial expansion in paddy production. Several factors, including 
rainfall, temperature, and soil type, significantly impact crop yield (Maya Gopal P.S., Bhargavi R., 2019a). Accurate yield 
prediction models are crucial for assisting planning departments in making informed decisions to optimize agricultural practices and 
ensure food security. Machine learning methods applied to multi-farm datasets have demonstrated the potential for accurate yield 
forecasting (Filippi P. et al., 2019). Pre-harvest yield predictions are essential for various stakeholders, including the farmers, to 
optimize management practices and national authorities to forecast food grain imports and exports. The precise prediction of yield is 
essential for maximizing paddy yield within the constraints of limited land resources. The lack of a benchmark dataset for 
agricultural research poses a challenge in evaluating and comparing the performance of different prediction models. These datasets 
are primarily obtained from local authorities and producers' associations through field observations and expert surveys, which may 
introduce biases and inaccuracies.  
Machine learning algorithms have become a cornerstone in crop yield prediction, with Artificial Neural Networks (ANNs) taking 
center stage. Thawornwong S. & Enke D. (2004) and Agrawal, J.D. & Deo, M.C. (2004) give the adaptive nature of variables in 
improving forecasting accuracy through modified neural network models, highlighting the intricate interplay between variables. 
ANNs possess several strengths, including their ability to learn directly from data without parameter estimation, statistical 
properties, and the capacity to approximate any continuous nonlinear function. However, ANNs have their limitations, facing 
challenges such as low convergence and entrapment in local minima. Researchers have proposed optimizing ANNs with other 
algorithms to address these issues and enhance their performance. The training of neural networks is a complicated and time-
consuming process. In this context, appropriate fitness functions are employed as ANN parameters. Xin Yao and Yong Liu (1997) 
meticulously analyzed the behavior of ANNs and concluded that weight optimization is a critical aspect of ANN performance.  
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The genuine function to be optimized contains numerous local minima. Therefore, researchers have used global search algorithms to 
train neural networks instead of traditional local search algorithms. Global optimization algorithms are a class of algorithms that 
seek to avoid getting trapped in local minimums. Genetic algorithms are the most common evolutionary algorithm used to train 
neural networks. This methodology has proven to be effective in addressing a range of engineering challenges. The back-
propagation algorithm and genetic algorithms (GAs) can enhance the performance of ANNs. Researchers such as Branke J. (1995) 
and Xin Yao (1999) have proposed and compared various schemes for integrating GAs and ANNs, primarily focused on optimizing 
network weights or identifying optimal network topologies. The present study seeks to enhance the accuracy of crop yield prediction 
by utilizing a genetic algorithm to determine the optimal initial weights for an artificial neural network. In this context, this paper 
aims to introduce a novel approach to crop modeling that incorporates a genetic model to improve the precision of crop yield 
predictions. The back-propagation algorithm's susceptibility to becoming trapped in local minima and its high dependence on initial 
weights necessitates using a GA to optimize ANN weights.  
To effectively predict crop yield, this research employs the back-propagation ANN (BPNN) algorithm, a multilayer network that 
quantifies the influence of each variable using weights. The input layer consists of a neuron for each variable, while the output layer 
produces the estimated values of the inputs. The study seeks to optimize the BPNN's initial weights using a genetic algorithm (GA) 
to enhance yield prediction accuracy. The GA generates a random population of chromosomes representing the neuro-genetic model 
parameters. These chromosomes undergo evolutionary operations and selection for reproduction. Each chromosome's fitness is 
evaluated to determine which chromosomes survive for selection in subsequent generations. The GA iteratively evolves until the 
best fitness value in the population cannot be improved, yielding the optimal parameters of the neuro-genetic model as the best-
converged solution. The study also investigates the neuro-genetic model's sensitivity to parameter settings and utilizes initial trials to 
identify optimal parameter settings. 
 

II. WORKFLOW 
The research work has been divided into 8 procedures. Figure 1 illustrates the workflow of the research. The subsequent subsections 
of the paper discuss the workflow in detail. 

 
Fig.1 Workflow of the research 
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A. Data Collection 
The initial step in the research process involved data collection, following the selection of the research field. However, prior to data 
collection, it was crucial to identify the data types necessary for the successful implementation of the proposed model. An extensive 
literature review was conducted to determine the factors influencing crop production and resource utilization. Drawing from various 
research works on literature and agricultural practices, the relevant features were selected for the research. Notably, the Indian 
agricultural sector remains unorganized, with farmers relying on their traditional knowledge and small landholdings for cultivation. 
The Ministry of Agriculture provides general guidelines for the region, while various ministries maintain separate agricultural data 
repositories. Consequently, the required data was not readily available in any existing open databases or datasets. Additionally, the 
available online data, primarily handwritten and scanned, was not machine-readable and hence unsuitable for use in the proposed 
model. Therefore, primary research was deemed necessary to gather the required data. Data collection efforts involved collaboration 
with the Statistical, Agricultural, and Meteorological Departments of the Tamil Nadu state government. From these departments, 
district-wise statistical data for paddy crops was collected for three decades (1986-2022), encompassing irrigation, planting area, 
fertilizer usage, number of seeds used, and meteorological data related to temperature, rainfall, and solar radiation.  
 
B. Data Pre-processing 
The subsequent crucial step in the workflow involved data preprocessing, a process aimed at rendering the data comprehensible to 
the machine learning model. Figure 2 illustrates the stages involved in data preprocessing. This step entailed identifying, 
eliminating, or replacing unreliable, incomplete, or irrelevant data. However, in the present study, data digitization from hard copies, 
merging multiple data files from various ministries into a single file, converting all data to a consistent unit system, identifying 
missing values or entries, formatting entries, eliminating redundant values, and data cleaning were necessary due to the non-
standard data format. Some entries were missing, and a significant portion of the data existed in hard copies. Additionally, due to the 
data's collection from multiple sources, conflicting values were present in some entries. In such instances, determining the more 
reliable values was essential. Moreover, redundant entries were prevalent and required filtering. During this process, unnecessary 
entries in the collected data were also filtered out, and the data needed to be converted from multiple formats into a consistent unit 
system. Following the screening and cleaning processes, data formatting was necessary, and the CSV file was subsequently utilized 
in the model.  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Data-preprocessing steps 
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C. Feature Normalization (Scaling) 
The scale of attributes significantly impacts the effectiveness of data mining techniques. Improper scaling can lead to modeling 
errors, as attributes with larger scales tend to receive undue emphasis during the modeling process. This issue can be effectively 
addressed by normalizing the attributes to a specified range. Attribute normalization involves standardizing the ranges of 
independent variables or features, a technique commonly known as data normalization. This process was implemented during the 
data preprocessing stage. A noteworthy aspect of this dataset is that each attribute is accompanied by its respective measurement 
units. In the present study, the attributes were scaled to fall within the value of 0 to 1. The accurate prediction can be obtained by 
rescaling the dataset using the equation  

X J = X–min(X )/max(X )–min(X ) 
 where X’ is the new scaled value, X is the variable’s value, min(X) is the variable’s lower limit value and max(X) is the variable’s 
upper limit value. 
 
D. Feature Selection 
Feature selection is a crucial step in machine learning, aiming to identify and eliminate irrelevant or redundant features from a 
dataset, thereby reducing its dimensionality and computational complexity. This process is particularly important to prevent 
overfitting, a phenomenon where a model performs well on the training data but poorly on unseen data. Overfitting can occur when 
a model learns from noise and irrelevant features, leading to poor generalization ability. However, in the context of the current 
study, feature selection was not employed as the dataset was manually constructed, meticulously eliminating unnecessary variables 
from the outset. This careful curation ensured that the dataset contained only relevant features, effectively mitigating the risk of 
overfitting and enhancing the model's generalizability.  
 
E. Data Splitting 
Data splitting is an integral component of supervised machine learning and data science applications, as it directly influences the 
accuracy of the model's predictions. In this study, the collected data was initially divided into two subsets for training and testing 
purposes. This initial data splitting aimed to balance the number of rows across all attributes, mitigating any potential anomalies 
that could affect the model's performance. Additionally, eliminating unused rows reduced processing time and enabled the 
algorithm to operate efficiently on less powerful computing resources. The standard 80:20 ratio was initially adopted, with 80% of 
the data used for training and 20% for testing. This distribution was consistently applied throughout the research process. 
Subsequently, the data was further split into a 75:25 ratio, and the same process was followed to achieve higher accuracy. This 
refined ratio was ultimately utilized in the final model.  
 
F. Training and Testing of the Algorithm 
As previously stated, the data was subdivided into two segments. One portion of the partitioned data was utilized to train the 
algorithm, while the remaining portion was employed to test its performance. Following the successful training and evaluation of 
the algorithm using this split dataset, a comparable procedure was implemented for all of the algorithms that were employed.  
 
G. Performing Cross-Validation 
Cross-validation, a statistical resampling method, is employed to assess the validity and generalizability of a model by comparing 
its predictions on a portion of the data (test set) to its performance on the remaining portion (training set). This process helps to 
identify whether the model is adequately fitted or overfitted to the data. To determine the mean cross-validation score, this method 
has been applied to multiple train-test splits. Cross-validation, with its systematic approach, overcomes the issues associated with 
random subsampling. Traditionally, the holdout set is randomly selected multiple times. An alternative approach in the cross-
validation process involves dividing the dataset into k equal-sized subsets, or folds, before training. Subsequently, k models are 
trained using one subset as the test set and the remaining k-1 subsets as the training set. This ensures that each subset is used as a 
test set at least once, maximizing the utilization of all data points. In this process, each data point is used for testing once and for 
training k-1 times. In the present research work, 5-fold cross-validation was performed to assess the model's performance.  
 
H. Performance Evaluation of Models 
The performance of each model is assessed using well-established metrics such as the Root Mean Square Error (RMSE), the Mean 
Absolute Error (MAE), and the correlation coefficient (R).  
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The RMSE quantifies the difference between the estimated and actual values, with larger values indicating greater discrepancies. 
However, it is sensitive to outliers, meaning that extreme values can disproportionately influence the overall error measurement. 
The R-value, on the other hand, reflects the strength of the linear relationship between the estimated and actual values. A higher R-
value indicates a stronger linear association, suggesting that the model effectively captures the underlying pattern in the data. The 
MAE, representing the average magnitude of the errors, provides a measure of the overall prediction accuracy. Once the features are 
incorporated into the Multiple Linear Regression (MLR) model, its accuracy is evaluated and interpreted by calculating the R2̂ value. 
 
I. Generate Final Prediction 
The final prediction of the model was generated by running the best performing algorithm on the selected parameters. 
 
J. Fitting  
The most crucial part of the model was to fit the data. The machine-learned from the train set was used later while predicting the 
test set as shown in Figure 3. 
 
 
 
 
 
 
 
 
 
 

Fig.3 Predictive Modelling 
 
K. Accuracy 
To assess the performance of the chosen algorithms, various accuracy-checking methods were implemented tailored to the specific 
requirements of each algorithm. In the case of artificial neural networks (ANNs), while an accuracy-checking method was invoked, 
the overall accuracy was determined by averaging the accuracy values across all epochs. This evaluation of accuracy is essential for 
assessing the viability of the algorithms employed and the research itself. If all algorithms consistently yield very low accuracy, it 
would indicate that the proposed method as a whole is not suitable for further investigation. Conversely, if some algorithms exhibit 
low accuracy while others achieve high accuracy, it suggests that the low-performing algorithms are not efficient within the specific 
model, while the others demonstrate promise. Notably, all algorithms employed in this study demonstrated reasonably high 
accuracy. An effective model is one that consistently produces predictions that closely align with the actual values of the test data, 
outperforming the performance of other models.  
 
L. Comparing Model 
The existence of a single, universally superior classification technique is an elusive concept, as no single approach can excel in all 
possible learning tasks (Schaffer, 1994). This inherent limitation has led to the development of multiple models employing diverse 
techniques and configurations during data mining endeavors. The creation of these models necessitates a structured approach to 
comparing and selecting the most effective one. The question of how to best compare classifiers has been a subject of extensive 
research, resulting in a plethora of available evaluation methods.  
 
M. Features used for Analysis  
This research has identified several features, parameters, or attributes that are crucial for agricultural production. These factors have 
a significant impact on agricultural output in the selected regions each year. The availability of data is the primary determinant of 
these attributes or parameters. The study utilized two distinct sets of statistical data: statistical and agricultural data for paddy 
production, along with weather data for the respective years. The collected two data sets were combined into a single data set. Table 
describes the dataset. 
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Table 1 Description of the dataset 
Feature ID Feature type Data type Feature 

Category 
Description 

CL Predictor Integer Continuous Canal length used for irrigation in meter 
TK Predictor Integer Continuous Total number of tanks used for irrigation 
TW Predictor Integer Continuous Total number of tube wells used for irrigation 
OW Predictor Integer Continuous Total number of open wells used for irrigation 
AH Predictor Integer Continuous Total land area used for cultivation in hectare 
NF Predictor Numeric Continuous Total amount of nitrogen used for cultivation 

for the year 
PF Predictor Numeric Continuous Total amount of phosphate used for cultivation 

for the year 
KF Predictor Numeric Continuous Total amount of potash used for cultivation for 

the year 
SD Predictor Numeric Continuous Total quantity of sees used for cultivation in Kg 
RainF Predictor Numeric Continuous Average rainfall for the year in mm 
AT Predictor Numeric Continuous Average daily mean temperature registered for 

the year 
TMin Predictor Numeric Continuous Average of the daily minimum temperature 

registered for the year 
TMax Predictor Numeric Continuous Average of the daily maximum temperature 

registered for the year 
SR Predictor Numeric Continuous Average of the accumulated 

daily radiation in the year 
PD Target/Response Integer Continuous Total production of the year in ton 

 
Table 1 presents the parameters that are employed to assess paddy crop yield in the study area. The data indicate that the region 
experiences a moderate climate, devoid of extreme weather conditions. The sub-datasets within the agricultural production data provide 
detailed information regarding planting and irrigation areas, fertilizer usage, and irrigation practices. Climatic variables such as solar 
radiation, maximum and minimum temperatures, and rainfall are captured in the weather dataset. Each instance of the dataset invariably 
contains crop specifics, including the total cultivated area, annual production, and annual weather observations. The final dataset 
encompasses 745 instances with 16 documented features spanning a three-decade period, from 1986 to 2022. Notably, the 16 features 
considered include cultivation area in hectares, canal length in meters, number of tanks and open wells, total production in tons, rainfall in 
millimeters, maximum, minimum, and average temperatures, solar radiation, seed quantity used, nitrogen, phosphorus, and potassium 
applied to the soil in kilograms, and yield in tons per hectare. 
 

III. MATERIALS AND METHODS 
This study employed a dataset encompassing 35 years of paddy crop yield data from the State of Tamil Nadu, a southern Indian 
state situated within the tropical zone. Data acquisition encompassed various sources, including the Meteorological Department of 
India, the Tamil Nadu Department of Agriculture, and the Tamil Nadu Department of Statistics. The investigation incorporated a 
range of features, including planting area, number of tanks, number of tube wells and open wells utilized for irrigation, canal length 
for irrigation purposes, quantities of nitrogen, phosphorus, and potash fertilizers consumed, seed quantity allocated to the planting 
area, cumulative rainfall, cumulative global solar radiation, maximum, average, and minimum temperatures. To enhance prediction 
accuracy, the gathered data underwent a cleaning process and rescaling to a range spanning 0 to 1. Following are the GPS 
coordinates of the study areas: 11°7 37.6428 N and 78°39 24.8076 E and elevation are 138 m. Figure 4 depicts the study areas for 
data collection. 
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Fig. 4 Study areas for data collection 

 
A. Structural Design of BPNN Model 
The process for constructing the BPNN model involves determining the input, output and hidden layers and the number of nodes in 
each layer. The structure of the BP network is adjusted, and primary network factors are established before beginning the training 
and learning process. ANN weight optimization must be done by describing the components below and shown in figure 5,  
1) Initial weights and bias of ANN are generated randomly using the probability distribution 
2) Apply these weights to the GA to generate a population pool 
3) Evaluation of fitness function is carried out to find the best population and applied to ANN weight optimization 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 

Figure 5. Flow Chart for weight optimization 
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Training continues until the network becomes stable, the output meets the specified error requirements, or the maximum number of 
training repetitions is reached. Ki-Young Lee, et.al (2017) compared the artificial neural networks of linear learning and deep 
learning of machine learning and investigated the solution of the overfitting problem through artificial neural networks. Pan F., et.al 
(2020) introduced BPNN into the clone detection to improve the ability of dealing with multidimensional input. The trained neural 
network is evaluated using a test data set, and if it meets the specified accuracy, it has deterministic significance. The proposed 
methodology for developing the neuro-genetic model is presented in pseudo-code. 
 
B. Pseudo code for Neuro Genetic Algorithm 
1) Set all input and target data for the neural network. 
2) Initialize weights and bias. 
3) Transfer the weights to the genetic algorithm population. 
4) Set population size (Ps)-20, Mutation (Mr)- 0.1, Crossover rate (Cr) = 0.03.(This is found after trial and error). 
5) Incorporate fitness function: 

6) Fitness = ; Where N= Total number of inputs,T-target, I-Input 
7) Stop the function when reaching the average tolerance rate of the fitness function. 
8) Find the best performance value and the generated population. 
9) Retransfer the population to reinitialized weights and reconstruct the neural network. 
10) End the neural network. 
11) Repeat from step 1 till reaching the optimized solution. 
 
C. Parameters Setting for Training the Neural Network 
This study utilizes the Neural Network Fitting Tool GUI (nnstool) available in MATLAB 7.6.0 to analyze the data using an 
Artificial Feed-Forward Neural Network (ANN) with back-propagation principles. The back-propagation algorithm, a common 
optimization technique in ANNs, is employed to predict crop yield.  
To ensure a robust prediction model, 75% of the randomly selected data is utilized for training, while the remaining 25% is reserved 
for testing. The ANN architecture adopts a 5-3-1 configuration, with five input features extracted from Maya Gopal P.S. and 
Bhargavi R. (2019c).  
These features include area in hectares, canal length, open well, tank, and maximum temperature, all of which are deemed relevant 
for crop yield prediction. To enhance the prediction accuracy, the input values of these features are rescaled to lie within the range 
of 0 and 1.  
The ANN tool is employed to generate random initial weights, which serve as the initial population for the genetic algorithm. This 
algorithm is implemented with 21 chromosomes, and 200 generations with different populations are generated to obtain the optimal 
initial weights. The minimum fitness value falls within this range, ensuring the effectiveness of the optimization process. The 
randomly generated initial weights encompass three sets of weights for the three hidden neurons, three neurons in the subsequent 
layer, and three for the final neuron.  
These weights are organized into five sets, with the first set of five corresponding to the first neuron in the hidden layer, the second 
set of five to the next neuron, and the third set of five to the last neuron.  
The Genetic Algorithm (GA) relies on several critical parameters for successful implementation, including population size, mutation 
rate, and crossover rate.  
These parameters are interrelated, and determining the optimal values for them is typically done through trial and error due to the 
lack of defined rules for their selection. The optimal parameter values for successful GA implementation are crucial, as shown in 
Table 2.  
This table presents the GA parameters that have a significant impact on performance, along with performance indicators evaluated 
for various initial parameter settings. Finding the optimal initial weights was challenging due to concerns about overfitting in neural 
networks and the limited search space of genetic algorithms. Moreover, the use of genetic algorithms should be based on the 
performance of neural networks on testing datasets rather than solely on the minimal square error in modeling datasets.  
 
 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue V May 2024- Available at www.ijraset.com 
     

 2258 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Parameter   Value 
Transfer function of the hidden neurons sigmoid 
Transfer function of the output neurons sigmoid 
Chromosome length 22 
Population size 20 
Weight initialization routine Rand 
Initial range between −1 and  1 
Fitness function Mean square error 
Selection operation Roulette wheel 
Crossover 0.3 
Mutation   0.1 
Stopping criterion 1000 iterations 

Table 2 Parameters setting for training the neural network 
 
In this study, the sensitivity of the neuro-genetic model to parameter settings was examined, and the results are presented in table 3. 
Loghmanian S.M.R., et.al (2012) conducted multiple experiments with varying initial settings of the GA operators. Each 
combination of parameter values was tested five times to compute the fitness's mean, best, worst, and standard deviation, similar to 
the work of Fei Zheng, et al. (2012). The best combination of parameters was found to be Ps=20, Cr=0.5, and Mr=0.01. The 
performances of the neuro-genetic model were found to be sensitive to the initial parameter settings, as the performances were 
inconsistent despite using the same dataset and keeping the other parameters constant.  
 

GA parameters level Performance 
Ps Cr Mr  Fitness Time 
50 0.8 0.1 Worst 0.0291653 24.93409 
   Mean 0.0355785 20.62882 

   Best 0.0195653 21.45291 

20 0.6 0.01 Best 6.53821e-06 74.13978 
   Mean 1.23262e-05 56.135721 
   Worst 2.60413e-05 43.085831 
20 0.5 0.1 Best 4.47894e-06 30.48924 
   Worst 8.27196e-06 57.565105 
   Mean 6.09291e-06 28.608669 
20 0.3 0.1 Best 1.83466e-07 18.33544 
   Mean 7.72084e-07 87.479394 
   Worst 2.55533e-05 39.150314 
30 0.3 0.1 Mean 0.219122 19.437635 
   Best 0.0939757 24.062947 
   Worst 0.388107 21.181169 
60 0.3 0.1 Best 0.0012643 27.524014 
   Mean 0.292992 29.555814 
   Worst 0.773098 29.909427 
80 0.3 0.1 Worst 0.0658354 36.834836 
   Best 0.00606662 34.041382 

   Mean 0.79856 34.046489 

Table 3. GA parameters and performance 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue V May 2024- Available at www.ijraset.com 
     

 2259 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

IV. RESULTS OF GA-BPNN MODEL 
The proposed model's performance for predicting crop yield was evaluated and a comparison analysis was conducted using the 
backpropagation (BP) neural network method with and without optimization by the genetic algorithm (GA). The mean square error 
(MSE) variation diagrams for both cases are presented in figure 6 and figure 7. The results indicate that the BP neural network 
model optimized by GA met the stopping condition in the 60th generation, indicating that the GA optimization could accelerate the 
convergence speed of the network.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 - BPNN mean square error (not optimized by GA) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 - BPNN mean square error (optimized by GA) 
 
The validation of predicted and actual output is shown in Figures 8a and 8b for the training of the neural network before and after 
applying GA. When the model is trained multiple times, it generates different results due to different conditions and initial 
sampling. Once generalization stops improving further, training stops automatically, indicating an increased mean squared error for 
validation samples. The regression plots with and without GA optimization are also presented in Figures 9 and 10. The optimal 
results were achieved with 107 epochs and 38 epochs before and after the genetic algorithm was applied, respectively. Further 
training was stopped when generalization also stopped improving. This indicates that the application of genetic algorithms to ANN 
can improve the process. 
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Figure 8a. Validation for predicted and actual output (Before GA) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8b. Validation for predicted and actual output (After GA) 
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Figure 9 - BPNN regression plot(not optimized by GA) 

 
Figure 10 - BPNN regression plot(not optimized by GA) 
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V. MODEL COMPARISON 
The average assessment accuracy of the optimized BPNN model was 93.65%, while the average assessment accuracy of the GA-
BPNN algorithm was 97.83%, demonstrating the superior performance of the GA-BPNN algorithm. This enhanced assessment 
accuracy is attributed to the optimization of the BP neural network's weights through the application of a genetic algorithm based on 
adaptive mutation. While this optimization strategy leads to more accurate and scientifically sound crop yield predictions, it also 
increases the computational time due to the additional genetic operations of coding, decoding, crossover, and mutation. 
The correlation coefficient R2, which is a value that indicates the degree of a relationship, is measured to assess the performance of 
the ANN model and neuro-genetic model. The R2 value for the correlation between the ANN model and that predicted by the 
neuro-genetic model was computed to show the network's performance and is presented in Table 4. The results also showed a 
significant strong positive correlation between the crop yield predicted by the neuro-genetic and ANN models.  
 

Metrices ANN Neurogentic algorithm 
RMSE 0.098 0.0893 

MAE 0.064 0.0597 

adj R2 0.92 0.9223 
Table 4 Performance of the ANN and neurogenetic algorithm 

 
VI. CONCLUSION 

In this research, a novel Neuro Genetic (NG) model is proposed and implemented for accurate crop yield prediction. The proposed 
model employs a Genetic Algorithm (GA) to initialize the weights of the artificial neural network (ANN), followed by back-
propagation training to determine the true global minimum of the error function. The prediction accuracy is evaluated using standard 
performance metrics and compared to those of conventional ANN and neurogenetic models. The results demonstrate that the 
proposed NG model outperforms conventional ANNs in terms of prediction accuracy on the same agricultural dataset. These 
findings highlight the effectiveness of GA as an automated approach to ANN architecture design. 
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