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Abstract: In recent years, deep learning has had a significant impact on “how the world is adjusting to artificial intelligence”. 
Region-based Convolutional Neural Networks (RCNN), Faster  R-CNN, Single Shot Detector (SSD), and You Only Look Once 
(YOLO) are a few of the well-known object identification techniques. When speed is prioritized above accuracy, YOLO 
outperforms others, with Faster-RCNN and SSD having greater accuracy. In order to execute detection and tracking efficiently, 
deep learning blends SSD and Mobile Nets. This method detects objects effectively without sacrificing speed. 
Keywords: GIST features; Support vector machine(SVM); k-NN classification; 
 

I. INTRODUCTION 
Since AlexNet took the research community by storm in 2012, ImageNet has significantly outperformed the most conventional 
artificial vision techniques utilized in literature for detecting in-depth learning. The neural convolution networks stand out in 
artificial vision for classifying pictures.  

Fig.1. Block diagram of Object detection And Identification 
 
The fundamental block diagram of detection and tracking is shown in Fig. 1. In this, identification and tracking algorithms based on 
MobileNets and SSD are implemented in a Python context. Object detection includes identifying an object's region of interest within 
a class of images. 
Frame differencing, optical flow, and background removal are some other techniques. This is a technique for using a camera to 
identify and locate an item that is moving. For security applications, detection and tracking algorithms are defined by taking the 
attributes of image and video [3] [7] [8]. CNN and deep learning are used to extract features [9]. Classifiers are used to categorize 
and count images [6]. For feature extraction and classification, the YOLO-based approach with the GMM model will provide high 
accuracy [10]. The SSD and MobileNets algorithms are described in Section II, the implementation strategy is explained in Section 
III, and the simulation results and analysis are discussed in Section IV. 
 

II. ALGORITHMS FOR OBJECT DETECTION AND TRACKING 
A. A Single Shot Detector (SSD) Algorithm 
A well-known object identification technique called SSD was created by Google Inc. [1]. It has a VGG-16 architectural foundation. 
SSD is therefore straightforward and simpler to deploy. 
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 (source: https://iq.opengenus.org/single-shot-detection-ss-algorithm/) 

Fig. 2. VGG-16 SSD Model 
 

VGG 16 SSD model is depicted in Fig. 2. Convolutionally passing across numerous feature maps is done using a collection of 
default boxes. A score is produced if an item observed during prediction is one of the object classifiers. The form of the item is 
modified to fit the localization box. Shape offsets and confidence levels are forecasted for each box. 
The ground truth boxes and the default boxes are matched during training. The SSD design ignores the completely linked layers. 
Confidence loss and localization loss are weighted together to get the model loss. Localization loss is a measurement of the 
difference between the anticipated box and the actual box. 
Confidence is a gauge of how confident a system is that a predicted thing is indeed the expected object. It is straightforward to train 
with MobileNets because of the elimination of feature resampling and SSD's encapsulation of all computing in a single network. 
SSD is quicker than YOLO and uses a mechanism that does explicit region suggestions and pooling (including Faster R-CNN). 
 

III. IMPLEMENTATION METHODS 
A. Detection of Objects 
1) Frame Variation: At regular intervals, the camera records a frame. From the following frames, the difference is estimated. 
2) Visual Flow: Using an optical flow algorithm, this approach calculates and estimates the optical flow field. Then, to improve it, 

a local mean method is employed. A self-adaptive algorithm is used to filter the noise. It is practical in eliminating time-
consuming and difficult preprocessing procedures and has a wide range of adaptation to the quantity and size of the items. 

3) Background Subtraction: The background subtraction (BS) approach is a quick way to identify moving objects in a video taken 
by a stationary camera. An elaborate vision system has this as its first stage. This kind of image processing divides the 
background from the foreground item sequentially. 

(source: https://link.springer.com/chapter/10.1007/978-3-319-07386-6_3) 

Fig.3. Detection of human from background subtraction 
 
Figure 3 shows person detection using background removal. The image's foreground or subject is recognised and distinguished from 
the background for additional preprocessing. The separation effect is demonstrated step by step, and then the region of interest is 
localized. 
 
4) Tracking of Objects: The goal is to track an object's route and speed using video feeds from surveillance cameras and other 

security systems. By using object tracking and performing classification in a small number of frames taken over a set period of 
time, the rate of real-time detection may be enhanced. When hunting for objects to lock onto, object detection may proceed at a 
sluggish frame rate. Once those items are found and locked, object tracking may proceed at a quicker frame rate. 
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Fig.4 Tracking Cars with score 

 
Figure 4 depicts an automobile being tracked. In the example above, there are two approaches to track the object: (1) Tracking in a 
sequence of detection. This approach involves recording a CCTV video series of moving traffic. If someone wanted to monitor the 
passage of a car or a person in this area, he would snap various pictures or frames at various intervals of time. These photos can be 
used to target an item, such as a person or automobile. I can then track my item by looking at how it has changed in the various 
video frames. The displacement of the item may be verified using several frames captured at various time intervals, and the velocity 
of the object can then be determined."Detection using dynamics" is an improved approach. This approach involves estimating the 
trajectory or movement of the automobile. By determining its location at a specific moment, let's say "t," and predicting its location 
at a later time, let's say "t+10." With the use of estimate, a suggested image of the automobile at time "t+10" may be generated from 
this real image. 

IV. SIMULATION RESULTS AND ANALYSIS 
A Python programme for the technique was created and implemented in OpenCV based on the SSD algorithm [5]. Ubuntu IDE is 
used to run OpenCV. This model was trained on a total of 21 items. After successfully scanning, detecting, and tracking the video 
sequence that the camera gave, the findings are as follows. 

Fig.  5. Detection of Bottle 

Fig.  6. Detection of Cup 
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Fig.  7. Detection of Mouse 

Fig.  8. Detection of Chair 
 
Real-time detection of a bicycle, bus, train, and dog is shown in figures 6 to 8 with confidence levels of  86%, 68%, 90%, and 77%, 
respectively. The model was taught to identify 21 classes of items with a 90% accuracy rate, such as a dog, motorbike, human, 
potted plant, bird, car, cat, sofa, sheep, bottle, chair, airplane, train, and bicycle. 
 

V. CONCLUSION 
In real-time circumstances, objects are recognised using the SSD method. Additionally, SSD has demonstrated findings with a high 
degree of confidence. The primary goal of the SSD algorithm is to identify numerous objects in a real-time video stream and to 
follow them. The trained item produced good detection and tracking results, and this model may be used in other contexts to find, 
follow, and react to the targeted objects in the video surveillance. This ecosystem analysis in real time, which enables security, 
order, and utility for any organization, may produce excellent outcomes. expanding the work to include the detection of weapons 
and ammunition to raise the alert in the event of terrorist strikes. 
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