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Abstract: The global community is grappling with numerous obstacles in fulfilling its energy requirements, stemming from the 
limited availability of fossil fuel reserves. It is, at present, rapidly shifting its focus towards Renewable Energy Sources to 
overcome the limitations of fossil fuels and generate environmentally friendly energy. Earlier, their unpredictable nature made 
them less appealing, but recent progress in Artificial Intelligence (AI) and Machine Learning (ML) has allowed for accurate 
forecasts of their energy production. With a well-planned approach to balancing energy loads, renewable energy sources can 
satisfy energy needs without the necessity for extra storage. In this piece, we conducted a machine learning analysis on a dataset 
obtained from the Kaggle Platform by utilizing various algorithms, such as Random Forest (RF), Linear Support Vector 
Regression (SVM), Decision Tree (DT), and Linear Regression (LR).  
The performance of the system was assessed, and it was observed that the feature selection method known as Mutual 
Information Regression (FS) by choosing 11 features with the highest correlation to the target variable, the Linear Regression 
method resulted in the lowest error rates. The system's error rates were measured as MSE=0.105, MAE=0.2, MAPE=0.214, and 
R2 score=0.999. 
Keywords: Renewable sources, CO2, AI, ML, FS-feature selection, Forecasting, RF, Linear SVM, DT, LR, MSE, MAE, MAPE, 
R2 
 

I. INTRODUCTION 
The global community is grappling with numerous problems to satisfy energy demands, stemming from the limited availability of 
fossil fuel reserves. The production of energy from traditional sources is leading to a variety of environmental changes and is a 
significant factor in the depletion of the ozone layer, which poses a threat to our existence. In particular, the energy produced by 
thermal power plants is the largest contributor to CO2 emissions into the atmosphere.  
Achieving carbon neutrality necessitates a decrease in greenhouse gas emissions. Additionally, it's essential for [1]governments and 
legislative bodies to implement appropriate measures, including policies, regulations, and rules, to address the escalating issues 
related to CO2. Renewable energy sources[2] have been identified as the most effective solution to meet consumer needs. 
Previously, their intermittent nature made them less attractive, but advancements in Artificial Intelligence (AI) and Machine 
Learning (ML) [3] have enabled precise predictions of their output. With an optimized strategy for load balancing, renewable 
energy sources can meet energy demands without the need for additional storage.  Renewable energy is defined by its ability to be 
replenished and its widespread availability. The various forms renewable energies that can be harnessed to generate electricity 
include Solar, Wind, Hydro, Geothermal, and Biogas, among others [4]. While it's true that renewable energy cannot produce power 
as instantaneously as traditional power plants, and the upfront costs are high, its long-term advantages are unparalleled. 
In this article, [5] we explore the future prospects of renewable energy by employing different machine learning algorithms for 
prediction and conducting a comparative analysis on the dataset obtained from the Kaggle platform.. 
 

II. LITERATURE SURVEY 
The authors in [6] discusses the potential shift from traditional, old-fashioned electricity production to newer, renewable energy 
sources. They also propose different machine learning techniques that could be utilized in the model to make predictions. 
[7], [8] suggested the transformation of traditional grids into advanced smart grids, and combining them with Internet of Things 
(IoT), Machine Learning (ML), and other bidirectional communication technologies can enhance the efficiency of managing power 
and balancing supply and demand. Moreover, ML enables smart grids to handle crises by utilizing its extensive database, which is 
derived from historical data. 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue VII July 2024- Available at www.ijraset.com 
     

 
1085 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

Writers in [9] mentioned that by combining renewable energy sources, battery energy storage systems, and distribution generating 
systems into the grid, the reliability of the power supply can be enhanced. This ensures that power is available even during grid 
failures. Additionally, it lowers the cost of producing electricity, which in turn decreases the amount consumers have to pay for their 
electricity bills. 
[10] As renewable energy sources are being more widely incorporated into the primary power network, the task of precise 
forecasting through traditional methods has become more intricate, resulting in reduced accuracy. Consequently, Machine Learning 
(ML) and Deep Learning (DL) algorithms have gained popularity for their capacity to identify more intricate patterns within the 
data and provide reliable forecasts. 
[11] This study examines whether Solar PV (photovoltaic) technology can economically match coal-fired power in Chinese urban 
areas without government subsidies. Furthermore, this research also explores the financial feasibility of investing in solar PV 
projects. Initially, the research evaluates how much distributed solar power can replace local coal-fired power stations throughout 
China. Additionally, it predicts that with solar power, there is potential for moderate to high financial returns.  
 

III. MATERIAL & METHODS 
The information was gathered from the Kaggle Platform. It includes data on a monthly basis spanning from 1973 to 2024, sourced 
from 13 various power sources, including Hydroelectric, Geothermal, Solar, Wind, Wood energy, Waste energy, Ethanol, Biomass 
energy, Renewable diesel fuel, other biofuels, Conventional hydroelectric power, and Bio diesel. The monthly consumption is 
categorized according to its use, including Commercial, Industrial, Residential, Electric power, and Transportation.  
 
A. Data Preprocessing 
The data acquired from Kaggle contained numerous inconsistencies and varied structures. It was subsequently transformed into a 
format suitable for machine learning, including converting entries in the dataset from objects to floats. Following this, the dataset 
was divided into a training set (20%) and a testing set (80%). The "Total Energy from Renewables" was designated as the target 
variable. 
 
B. Feature selection 
Upon thorough examination, it has been noted that not every parameter is connected to one another. Consequently, it becomes 
necessary to select the most relevant features to the target variable. Two distinct feature selection techniques were utilized in the 
model: the correlation coefficient method and the mutual info regression method.  
In the correlation coefficient method, features that are most closely related to the selected target variable are pinpointed, while the 
others are discarded. A specific condition is set: the correlation coefficient must be greater than 0.8 and less than 1 to eliminate the 
remaining features. 

 
Fig. 1. Shows heatmap of Coefficient Correlation FS method 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue VII July 2024- Available at www.ijraset.com 
     

 
1086 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

The mutual info regression method involves ranking of features in relation with the target variable. This method is particularly 
effective for tackling non-linear regression issues or in situations where the connection between the attributes and the outcome is 
unclear. 

 
Fig. 2. Shows bar graph of Mutual Info Regression FS method 

 
C. Machine learning algorithms 
To generate most accurate predictions different machine learning algorithms are taken into consideration. 
1) Random Forest Regression: A Random Forest Regression model merges several decision trees to form a unified model. Every 

tree within the forest is constructed from a unique subset of the data and generates its own separate prediction. The ultimate 
prediction for the given input is determined by the mean or the weighted mean of all the predictions from the individual trees. 

2) Linear SVR: Support vector regression (SVR) belongs to the category of support vector machines (SVM) designed for tasks 
involving predicting continuous output values based on input values. It aims to discover the optimal function for making these 
predictions.  

3) Decision Tree Regressor: Decision Tree Regression analysis, a robust method for examining data, assists companies and 
scholars in making well-informed choices by forecasting results from past records. It supports in predicting future trends, 
evaluating risks, and spotting patterns, serving a crucial function across various areas. Decision trees are capable of dealing 
with both numerical and categorical data without requiring one-hot encoding or additional preprocessing steps. This feature 
makes them suitable for datasets containing a variety of data types. 

4) Linear Regression: The aim of a linear regression method is to forecast the value of a dependent variable using an independent 
variable. The stronger the linear connection between the independent and dependent variables, the more precise the forecast 
becomes. Companies gather vast quantities of data, and linear regression assists them in utilizing this data to enhance their 
understanding of the world rather than depending solely on experience and gut feelings. You can process extensive raw data 
and convert it into useful insights. 

 
D. Implementation 
This research employs various machine learning models, such as Random Forest Regression, Linear Support Vector Regression, 
Decision Tree Regression, and Linear Regression, to develop prediction models. 

 
Fig. 3. Shows target variable selection, train test split & modelling 
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IV.  RESULT & DISCUSSION 
The system was trained using various machine learning techniques (Random Forest, Linear Support Vector Regression, Decision 
Tree Regression, and Linear Regression). This resulted in an average R2 score of 99.95%. To enhance the performance, the system 
underwent retraining with various feature selection techniques. To assess the system, various methods for calculating errors were 
utilized, including Mean Squared Error, Mean Absolute Error, Mean Absolute Percentage Error, and R-squared score, as detailed in 
table below: 
 

TABLE I 
Table shows comparative analysis of output. 

 
 
The system’s performance was evaluated, and it was noted that by using mutual info regression FS method by selecting 11 features 
with the highest correlation to the target variable Linear Regression method achieved lowest errors. The system error rates were 
MSE= 0.105, MAE=0.2, MAPE=0.214 and R2 score=0.999. 

 
Fig 4: Shows scatter plot between Predicted V/S Actual values 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue VII July 2024- Available at www.ijraset.com 
     

 
1088 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

V. CONCLUSIONS 
The In this article, we performed machine learning analysis on a dataset sourced from Kaggle Platform by applying different 
algorithms, including Random Forest, Linear Support Vector Regression, Decision Tree Regression, and Linear Regression. We 
assessed the system's performance, finding that the Linear Regression Method resulted in the lowest error rates. 
Therefore, it can be concluded that the Linear Regression method provides the most accurate level of forecasting. 
Lastly, a major goal of these results is to apply this method on a global level, which means merging data from various regions to 
enhance the adaptability and accessibility of future models. 
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