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Abstract: Segmenting and classifying retinal blood vessels are essential ophthalmology tasks because they reveal important 
details regarding the health and condition of the retina and its blood vessels. However, there is still room for improvement in 
terms of accuracy and robustness. Deep learning models have demonstrated significant promise in precisely and quickly 
segmenting and categorizing retinal pictures. In this study, we suggest the Residual U-Net (ResUNet) model for segmenting 
retinal arteries and the Resnet50 model for classifying retinal arteries. For enhanced feature extraction and picture 
segmentation, the ResUNet model, a deep learning architecture, combines the benefits of the U-Net and ResNet50 models. 
Accuracy was required for segmentation and classification, which gave our study's focus on the project and potential survey 
results in its distinctiveness. The DRIVE, CHASE-DB1, STARE, and HRF datasets, which include retinal pictures with ground 
truth annotations, were used to train and test our model. These data were the resource for obtaining the segmented output with 
analysis in accordance with the initial input supplied to the model. Another sign of the robustness of our model is its strong 
generalization capacity. Overall, our study shows the usefulness of the ResUNet model for retinal vascular segmentation and 
classification and highlights its potential for enhancing the diagnosis and treatment of retinal illnesses, which has the potential 
to improve further with the potential for further development. 
Keywords: CNN, Deep learning, Retinal disease classification, Retinal vascular segmentation, Ocular image classification.  
 

I.      INTRODUCTION 
In the discipline of ophthalmology, segmenting and classifying retinal vascular structures is crucial because it helps with the 
detection and monitoring of retinal illnesses such as diabetic retinopathy, age-related macular degeneration, and glaucoma. In order 
to aid in early detection and intervention, accurate segmentation and classification of retinal vessels can offer useful information 
regarding the development and severity of various illnesses. Deep learning models have recently demonstrated considerable 
potential in obtaining high accuracy and efficiency in tasks involving retinal image analysis, such as segmenting and categorizing 
retinal vessels. However, reliable segmentation and classification of retinal pictures remain a problem for current deep-learning 
models, particularly when noise and fluctuations in image quality are present. In this study, we suggest a Residual U-Net (ResUNet) 
model for segmenting retinal arteries. We trained and evaluated our proposed ResUNet model on publicly available datasets: the 
DRIVE and CHASE-DB1 datasets, which contain retinal images with ground truth annotations. In addition to causing 6.7 million 
incidences of blindness, glaucoma affects 66.8 million people globally. In addition, if other eye conditions like diabetic retinopathy 
and cataract illnesses are not treated early enough, they might cause total blindness. As a result, we jointly created a deep learning-
based model to classify the three types of retinal diseases—glaucoma, diabetic retinopathy, and cataract—into different groups. 
When dividing up retinal vessels and identifying disorders, the CNN network provides many benefits. The information flow from 
the initial, recall, precision, and F1-Score measurements provided by it regularly outperforms the state-of-the-art in vessel 
segmentation and classification. A variety of models were trained and evaluated to segment and forecast diseases with improved 
accuracy. 
 

II.      LITERATURE SURVEY 
The chained outcomes technique is presented in the paper [1] and is accurate for early treatment planning, diagnosis, and 
visualization of ocular disease. Manual retinal segmentation is laborious and difficult where ophthalmology expertise is required. 
Two difficulties that typically occur and affect accuracy are inconsistent lighting of small vessels and a low-contrast optic disc area. 
In the study [2], the technique of employing two Convolutional Neural Networks (CNNs) chained to one another was suggested. 
The second CNN, constructed from unused network blocks, joins the first CNN. As a result, we get information like recall and F1-
Score. The creation of this model required the use of databases like DRIVE and CHASE.  
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To improve the image quality and allow CNN to recognize certain characters, pre-processing is done during this procedure.  
In Paper [3], a deep learning supervised approach is proposed to address the identification problem for very thin arteries and sick 
conditions. To be more precise, it matched the average input of retinal vascular width with layer-wise effective receptive fields. The 
main focus of this research is on improving thin vessels. To achieve this purpose, extensive supervision and supplemental 
categorization have been used. Much more effort is required for deep supervision with data awareness. The layer that is most useful 
for obtaining vessel attributes is identified by the data-aware technique. The dominant layer is another name for the dominating 
layer. In terms of accuracy and sensitivity, this model outperforms the most advanced techniques.  
In Paper [4], the segmentation of 2D images using the research's U-net model is discussed. They employed a deep guiding network 
to segment biological images, like the segmentation of retinal veins. The key components of the fundus image are the optic disc, 
optic cup, and vessels. Fundus imaging plays a significant role in the detection of retinal illnesses like hypertensive retinopathy, 
diabetic retinopathy, and retinal vein or artery blockage. Many different kinds of sensors are employed to gather biological signals 
since they are contaminated by a wide range of sounds. These sounds are removed from medical imaging by using picture filters 
like the guided image filter and the bilateral filter. Encoders and decoders are components of the U-net model.  
The work [5] emphasizes the importance of deep learning for retinal vascular segmentation, which has surged in recent trends. The 
peculiarities of the retinal vessels work as an extraordinary benefit to recognizing a variety of eye diseases for later diagnosis. The 
doctor should be capable of monitoring, treating, diagnosing, and evaluating retinal sickness for diagnosis. This process takes a long 
time and is highly tiresome. However, it calls for specialized education and human knowledge, both of which are critical in a given 
circumstance. Therefore, the novel suggestion of developing a rapid method for retinal vascular segmentation would be useful for 
accuracy and require less maintenance. This describes how a modified residual U-NET can be used to segment retinal vascular 
architecture.  
The research [6] uses an enhanced U-net convolutional neural network (CNN) architecture to segregate the optic disc and the optic 
cup from the retinal picture. The process involves procedures like cropping an RGB image after OD spots. Only OC segmentation, 
not OD segmentation, calls for this strategy. RGB images are subjected to spline interpolation using the nearest filling mode and the 
binomial order. Image scaling to a format of 128x128.Training images go through histogram equalization. All picture values are 
changed to be between 1 and 0 by rescaling images with the formula x = x/255. training the proposed CNN model with the scaled 
images the RIM-ONE and DRISHTI-GS databases provided the datasets that were utilized. 
The Foundation for the paper [7] is that a classifier's ability to detect glaucoma can be enhanced by combining actual and synthetic 
images. The authors are able to create a sizable and varied training set using synthetic images, which helps to prevent overfitting 
and boosts the classifier's generalization. The scientists' use of a small collection of labeled images from the semi-supervised 
learning strategy also eliminates the necessity for costly manual labeling. Overall, this study offers a promising method for 
glaucoma identification utilizing artificial images and semi-supervised learning, which may enhance the effectiveness and precision 
of glaucoma screening in clinical settings. To prove the efficacy and viability of this strategy, however, additional research and 
validations 
In Paper [8], The segmented blood vessels are then used to extract features from the images, which are fed into a support vector 
machine (SVM) classifier to classify the images as healthy or diseased. The Hessian-based and multiscale line detectors are two 
methods that are combined in the proposed method to find blood vessels in retinal pictures. The program then separates the vessels 
that were found from the surrounding area. The features from the images that were extracted using the segmented blood vessels 
were then fed into a support vector machine (SVM) classifier to determine whether the images were healthy or unhealthy. Overall, 
the strategy is promising for identifying and categorizing retinal pictures as healthy or sick. This could be helpful for diagnosing and 
tracking retinal illnesses in clinical settings, including diabetic retinopathy and age-related macular degeneration. 
The segmented blood vessels are then used to extract features from the images, which are fed into a support vector machine (SVM) 
classifier to classify the images as healthy or diseased. For a fully automated system, the proposed method's paper [9] overall 
accuracy for diagnosing diabetic retinopathy was 87.25%, which is highly encouraging. Also quite high, at 90.25% and 85.75%, 
respectively, were the system's sensitivity and specificity. From the publicly accessible Messidor database, the authors used a 
dataset of retinal pictures. 800 photos were used for training and 400 for testing out of the 1200 total images in the dataset. The 
scientists also assessed the accuracy of their method in comparison to other cutting-edge methods for detecting diabetic retinopathy 
and discovered that it performed better than the majority of them. The article stresses the significance of early diabetic retinopathy 
detection because it can result in prompt therapies and shield diabetic individuals from going blind. 
In the paper [10], a weighted attention mechanism and a U-net model are used to improve the recognition of small, thin vessels and 
to lower background noise. The appropriate illumination is used in conjunction with this.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue IV Apr 2023- Available at www.ijraset.com 
    

 

 

3906 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

The contrast of a fundus picture is enhanced using the Contrast Limited Adaptive Histogram Equalization (CLAHE) procedure at 
the pre-processing stage. To better train picture augmentation, such as horizontal flips, width shift range has been performed using 
overlapping 64*64 patches for roughly 500 images. They have put in place an attention mechanism that takes the ROI (region of 
interest) into account and ignores the background noise. Benchmark datasets like DRIVE and STARE were utilized. A Gaussian 
filter was used on the STARE dataset. Additionally, this model is cascaded using a skip connection, which combines identical 
mapping with convolutional processes like max pooling, and upsampling. 
 

III.      METHODOLOGY 
A. Datasets 
For the present research, we worked with public databases for the segmentation of retina images, DRIVE, and CHASEDB which are 
described below: 
1) Drive: Consists of 40 color images of the retina, with dimensions of 565×584. This set is already divided into 20 images for 

training, which were separated into 15 to train the proposed neural network and 5 to validate them, as well as 20 other images 
for tests.  

2) Chase-DB: Consists of 28 images of the retina of 14 children, cantered in the optic nerve, each with a dimension of 1280 × 960 
pixels. The dataset provides a training set of 20 images and a test set of 8 images. 

3) Stare: Consists of 20 retinal images with annotations for vessel segmentation and detection of lesions. It consists of images and 
provides training and testing sets.  It contains 20 equal-sized (700×605) color fundus images. For each image, two groups of 
annotations are provided. 

4) HRF: Consists of 45 images and is organized as subsets of 15 with the image size are 3,504 x 2,336, with 22 training and 23 
test images. 

All the datasets provide ground truth annotations for vessel segmentation and classification, Augmentation was performed in the 
creation of the dataset where 1 image was augmented to 5 images which were further used. For classification, the dataset was taken 
from the Kaggle dataset with almost 4000 images for different diseases such as cataracts, diabetic retinopathy, glaucoma, and 
Normal which is 1000 images for each. 
 
B. Segmentation                               

 
Figure.1 Segmentation of The Input Image 
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The proposed methodology is divided into 4 steps: 
1) Data Augmentation: Data augmentation is a technique used to artificially increase the size of a dataset by creating modified 

versions of the original data. In this study, data augmentation was used to improve the performance and robustness of the deep 
learning model for retinal image analysis. The following data augmentation techniques were applied to the original retinal 
images: 

a) Image rotation: The original image was rotated by angles of 30, 45, 60, 90, 120, 180, and 270 degrees. 
b) Image flipping: The original image was flipped horizontally and vertically. 
A total of 500 augmented images were generated for each original image, resulting in a dataset that was five times larger than the 
original dataset. During the augmentation process, the images were randomly modified according to the specified parameters, 
except the flipping operation which was applied deterministically. And was also split with the test data, trained data, and validation 
set. 
2) Data Preprocessing: The segmented blood vessels are then used to extract features from the images, which are fed into a 

support vector machine (SVM) classifier to classify the images as healthy or diseased. For our research, we used three publicly 
accessible retinal image datasets: the Child Heart and Health Study in England Database 1 (CHASE-DB1) dataset, the 
Structured Analysis of the Retina (STARE) dataset, and the HRF database. Both databases offer retinal pictures with real-world 
annotations for classifying and segmenting vessels. prior to the data being fed into the ResUNet model. To achieve a high-
contrast background for the original image, the RGB photographs were first converted to a grey scale. Second, we performed 
preprocessing on the retinal images by scaling them to 512 512 pixels in resolution and normalizing the pixel values to the [0, 
1] range. To improve the contrast, we used contrast-limited adaptive histogram equalization (CLAHE). 

 
                                                                           Figure.2. Result of image preprocessing. 
 
3) Data Normalization: Data normalization is a method for putting a dataset's features into a similar scale and range so that 

machine learning algorithms can use them to produce predictions that are more relevant and comparable. In order to improve 
the performance of machine learning models, various feature sizes must be eliminated by normalization. Data normalization 
can be done in a number of ways, but two are frequently used: With this technique, the dataset's values are scaled to a specified 
range, often between 0 and 1. This scaling technique has the following formula: 

a) A is normalized as (a - min(a)) / (max(a) - min(b)).   
where a stands for the original value, a_normalized for the normalized value, and min(a) and max(a) stand for the least and 
maximum values of x in the dataset. 
b) Normalization should be performed on the training data and applied to the validation and test data as well. However, it is 

important to avoid using information from the validation and test data during normalization to prevent information leakage and 
overfitting. 
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Model for Segmentation 
The model which was used for the segmentation is a pre-trained model which was trained to perform the segmentation of the input 
data and was evaluated accordingly which outputs the segmented image was RESUNET. This model has combined advantages of 
two models i.e., ResNet and U-Net which will increase the accuracy and robustness of the output image.  

                                                                                   Figure.3 ResUNet architecture 
 
Similar to a U-Net, the RESUNET is made up of an encoding network, a decoding network, and a bridge connecting the two. The 
U-Net employs two 3 x 3 convolutions, with a ReLU activation function coming after each. In the case of ResUNet, a pre-activated 
residual block takes the place of these layers. 
1) ResNet50: ResNet-50 includes 50 layers in total, 48 of which are convolutional layers, 1 max pool layer, 1 average pool layer, 

and 3 bottleneck blocks for better accuracy and faster training. A max pooling layer and a 7x7 convolutional layer with 64 
filters make up the 50-layer ResNet architecture in Figure 3. There are then 4 groups of convolutional layers, iterated 3, 4, 6, 
and 3 times, each with a different number and size of filters. The architecture concludes with average pooling, a layer with 1000 
nodes that are fully connected, and SoftMax activation. 

Figure.4 ResNet50 Architecture. 
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2) UNet: A decoder path and an encoder path are separate components of the UNet model's symmetric architecture, which is seen 
in Figure 4. The spatial dimensions are then decreased by applying two 3x3 convolutions, ReLU activation, batch 
normalization, and 2x2 max pooling to the encoder. The feature channels are doubled for each path of downsampling. The 
decoder includes a classification-focused 1x1 convolutional layer, 3x3 convolution, concatenation with the encoder path, 2x2 
transpose convolution, and feature map-up sampling. Half of the feature channels are eliminated by the decoder. 

 
Figure.5 UNet architecture 

C. Classification 
The performance of Three CNN models, ResNet-50, VGG-16, and EfficientNetB3 respectively was evaluated. All these pre-trained 
models are trained on a specific dataset which was divided into 4 categories as ‘cataract’, ‘Diabetic retinopathy’, ‘Glaucoma’, and 
‘Normal ’with 250 images in each category. The parameters vary accordingly and the feature will be extracted in the layers. 
 
1) VGG -16 Model 
There are 16 layers total in the VGG-16 CNN approach depicted in Figure 5, comprising 13 convolutional layers, 3 fully connected 
layers with a 3x3 filter size, and max-pooling. The 224x224 RGB input that has been processed produces a feature map with a value 
of 7,7,512. The flattened feature map is then sent through three identically configured, fully linked layers to produce a (1,25088) 
feature vector. This feature vector is then sent through a fourth layer to produce a (14,096) feature vector.  

 
                                                                                        Figure.6. VGG-16 architecture 
 
2) ResNet Model 
ResNet-50 is a 50-layer convolutional neural network (48 convolutional layers, one MaxPool layer, and one average pool layer). 
Residual neural networks are a type of artificial neural network (ANN) that forms networks by connecting the residual blocks.  

 
                                                                           Figure.7. ResNet Model architecture. 
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3) EfficientB3 
EfficientNet is a mobile-friendly pure convolutional network (ConvNet) that suggests a new scaling technique that equally scales all 
depth, width, and resolution dimensions using a straightforward yet incredibly potent compound coefficient. Model EfficientNet 
trained at 300x300 resolution using ImageNet-1k. The EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks 
paper introduced it. 

 
Figure.8. EfficientNetB3 model architecture 

 
IV.      EXPERIMENTAL RESULTS 

A. Evaluation Metrics 
1) Precision: It is the ratio of correctly identified patches and the total number of patches identified by the classifier.  
 

Precision =  
True Positives

True Positive + False Positive 

 
2) Recall: Recall measures the proportion of true positive predictions out of all actual positive instances in the dataset. In other 

words, it measures the ability of a model to correctly identify positive instances. It can be calculated as: 
 

Recall =  ୰୳ୣ ୭ୱ୧୲୧୴ୣୱ
୰୳ୣ ୭ୱ୧୲୧୴ୣୱାୟ୪ୱୣ ୣୟ୲୧୴ୣୱ

 

 
3) F1 score: F1 score is the harmonic mean of precision and recall. It provides a single score that balances the trade-off between 

precision and recall. It can be calculated as: 
 

F1 Score =  2 ∗
Precision ∗ Recall
Precision + Recall 

 
4) Specificity: Specificity is a metric that measures the proportion of true negative predictions out of all actual negative instances 

in the dataset. Analogous to specificity tells us how well a model can identify negative cases correctly. 
Specificity can be calculated using the following formula: 
 

Specificity =
True Negatives

True Negatives + False Positives 

 
5) Sensitivity: Sensitivity is a metric that measures the proportion of true positive predictions out of all actual positive instances in 

the dataset. In other words, sensitivity tells us how well a model can identify positive cases correctly. 
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Sensitivity can be calculated using the following formula: 
 

Sensitivity =
True Positives

True Positives + False Negatives 

 
6) Accuracy: Accuracy is a metric that measures the proportion of correct predictions out of all instances in the dataset. In other 

words, accuracy tells us how well a model can classify both positive and negative cases. 
Accuracy can be calculated using the following formula: 
 

Accuracy =
True Positives + True Negatives

True Positives + True Negatives + False Positives + False Negatives 

 
B. Segmentation Results 
The segmentation was done on the available datasets and the images present were resized to 512X512 which was preprocessed 
using the Contrast limited adaptive equalization (CLAHE) which was further divided to test, train and evaluation datasets 
respectively followed by normalization and was trained with 1000 images after which the model produces the segmented output 
with 96.19% accuracy. 

 
A                                                                            B                                                                           C 

Figure.9.A. Fundus image from the dataset. B. True mask of the image. C. Predicted Mask of the image 
 

                                                     D                                                                            F                                                                               
Figure.10. D. Model accuracy plot. F. Model loss curve 
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C. Classification Results 
The classifications of the input were based on different disease parameters which were mainly classified as Cataract, Diabetic 
retinopathy, Glaucoma, and Normal. The VGG-16, EfficientB3, and ResNet-50 models were trained for different Epochs out of 
which the Evaluation metrics were calculated and confusion metrics were generated based on which the best suitable model was 
considered. The features of each disease were considered based on which the disease was classified efficiently. 

 
Figure.12. Training and validation Loss, accuracy Plot 

 

 
Figure.13. Confusion Matrix  

 
Based on the experiment results, the accuracy and evaluation metrics were analyzed, which was high for ResNet50 compared to 
other models. The accuracy of classification was 96.2% for 50 Epochs and a precision of 0.96 was achieved. Accordingly, the 
traditional and validation loss is plotted followed by Accuracy for the same was plotted which is explaining the stability of the 
model and reliability in precisely classifying the disease. The following table shows the comparative analysis for different models. 
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Table.1. Evaluation Metrics for various models for 50,100 and 150 Epochs 
Sl.No. Model name  Training Epoch Accuracy Precision Recall F1 Score 
1 EfficientNetB3  50 0.935 0.95 0.93 0.93 
  100 0.938 0.94 0.94 0.94 
  150 0.924 0.92 0.92 0.92 
2 ResNet50 50 0.962 0.96 0.96 0.96 
  100 0.959 0.96 0.96 0.96 
  150 0.939 0.94 0.93 0.94 
3 VGG16 50 0.919 0.92 0.92 0.92 
  100 0.905 0.90 0.89 0.90 
  150 0.915 0.91 0.90 0.90 

 
V.      CONCLUSION 

DRIVE, CHASE, HRF, and STARE datasets were used in our study to create a deep learning-based model for retinal vascular 
segmentation and classification and assess its performance. High accuracy of, sensitivity, specificity, precision, Recall, and F1 score 
was attained by the proposed ResUNet model across all datasets, demonstrating its efficiency and robustness in precisely 
segmenting and classifying retinal vascular segmentation. The findings of our work show the potential of deep learning-based 
retinal vascular segmentation and classification in assisting with the diagnosis and monitoring of various eye illnesses. Additionally, 
the retinal images were also accurately classified as ‘Cataract’, ‘Glaucoma’, ‘Diabetic retinopathy’, or a ‘Normal’ category and 
provided satisfactory results. Future studies in this area should concentrate on overcoming difficulties including generalization to 
new data, handling unbalanced datasets, and investigating more complicated models. Overall, the results of this work add to the 
expanding body of research on the application of deep learning for the segmentation and classification of retinal vessels and indicate 
that it has a substantial potential to enhance clinical outcomes for patients with eye illnesses. 
Acknowledgement: The authors would like to extend sincere Thanks to the researchers who have made their datasets publicly 
available, namely the Digital Retinal Images for Vessel Extraction (DRIVE), the CHASEDB1 dataset, the High-Resolution Fundus 
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