
 

13 I January 2025

https://doi.org/10.22214/ijraset.2025.66251



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue I Jan 2025- Available at www.ijraset.com 
     

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

262 

The Optimal Number of Topics Detection and their 
Assessment in Multiple Current Events and Trends 

Based Datasets Using Topic Models 
 

Gumdelli Manasa1, Nida Mustafa2, Muddini Revanth3, Ch Prabhavathi4 

1, 2, 3B.Tech, Student, Dept of CSE, Institute of Aeronautical, Engineering Hyderabad , India 
4Assistant Professor, Dept of CSE, Institute of Aeronautical, Engineering Hyderabad , India 

 
Abstract: This project explores the application of sophisticated topic models to determine the ideal amount of subjects and 
evaluate them across several datasets pertaining to trends and current events. We propose a comprehensive approach that 
leverages the topic models such as Latent Dirichlet Allocation (LDA), Non-negative Matrix Factorization (NMF), Latent 
Semantic Analysis (LSA), Probabilistic Latent Dirichlet Allocation (PLDA) and Probabilistic Latent Semantic Indexing (PLSI) 
to accurately identify and analyse topics. Our approach utilizes various topic modelling techniques to enhance the robustness 
and precision of topic detection. The results demonstrate the effectiveness of topic models in capturing nuanced trends and 
themes within complex datasets. A user-friendly frontend, built with Flask and SQLite, enables interactive input and 
visualization of topic modeling results, offering an accessible platform for real-time topic analysis and insights. This methodology 
provides a powerful tool for understanding and responding to emerging trends in dynamic datasets. 
Keywords: Latent Dirichlet Allocation (LDA), Non-negative Matrix Factorization (NMF), and Latent Semantic Analysis (LSA), 
Probabilistic Latent Dirichlet Allocation (PLDA), and Probabilistic Latent Semantic Indexing (PLSI), Topics Modelling, Twitter 
Dataset 
 

I. INTRODUCTION 
Twitter has developed into a vital resource for current information, generating a staggering 12 terabytes of data daily through its 
140-character messages [1]. With over 133 million users engaging on the platform, Twitter facilitates discussions across a vast 
domains, making it a rich resource for textual data. However, the dynamic and noisy nature of this data presents significant 
challenges for analysis [2]. As researchers and analysts attempt to make sense of this enormous volume of information, effective 
methods for extracting meaningful insights become crucial. 
Topic modelling is a prominent technique used to uncover latent thematic structures within large datasets like those from Twitter. 
This approach involves identifying clusters of related words that together represent underlying topics within the text [3]. However, 
choosing the right subjects is one of the most important in topic modeling. This decision directly influences the results' 
interpretability and use. An optimal number of topics balances granularity with clarity, revealing themes that are both informative 
and manageable. Conversely, choosing an inappropriate number of topics can lead to either a major piece of information being lost 
or themes becoming too wide or disjointed [4]. 
Historically, manual inspection or heuristics have been used to determine number of themes. [5]. These methods often requires more 
time, potentially leads inconsistent or suboptimal results. As the volume and complexity of data grow, these traditional approaches 
become increasingly inadequate, necessitating more sophisticated techniques for optimal topic detection. 
To overcome these obstacles,this investigates the application of models for detecting and assessing the ideal number within various 
datasets. Subject models combines strengths of probabilistic models and clustering techniques, offering a more nuanced approach to 
analyzing Twitter data. By combining content-based data and combined user interaction network structure, these models provide a 
representation of social connections among individuals as well as timely content, [6]. This integration enhances the ability to 
identify meaningful themes while considering the dynamic and interconnected nature of Twitter's information landscape. 
The process reuires rigorous assessment and contrast of various arrangements[7]. This approach is essential for applications in 
advanced and emerging fields, where the quality and accuracy of topic modelling can significantly impact the insights derived from 
the data. By leveraging topic models, researchers can improve the precision and relevance of topic detection, leading to more 
actionable and informative results. 
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In summary, as Twitter continues to be a major source of real-time data, effective analysis through advanced topic modelling 
techniques becomes increasingly important. The development and application of topic models offer a promising solution to the 
challenges of determining the optimal number of topics, ultimately enhancing our ability to extract valuable insights from the vast and 
complex information available on the platform. 

 
II. LITERATURE SURVEY 

The analysis of textual data from platforms like Twitter presents both opportunities and challenges of the enormous amount of the 
information produced. As Twitter produces approximately 12 terabytes of data daily through its 140-character messages, it has 
become essential to develop effective methods for extracting meaningful insights from this vast reservoir of information [1]. Topic 
modelling, a method for locating hidden structures in text data, a powerful tool for navigating the complexities of such large 
datasets. This literature survey explores various approaches and methodologies related emphasizing the significance of choosing 
ideal quantity of subjects for effective data analysis. 
The concept involves identifying the fundamental ideas or subjects present in a collection of texts. Senthilkumar, Srivani, and 
Mahalakshmi [3] highlight the use of document topic models to generate word clouds, which visually represent the frequency and 
significance of words associated with different topics. Word clouds can aid in understanding the thematic structure of a dataset by 
providing a graphical depiction of key terms. This approach illustrates how topic models can facilitate the visualization of textual 
data, facilitating consumers' ability to interpret and evaluate outcomes. 
However, most important problem is figuring ideal amount of topics. The readability is greatly impacted by the choice of a suitable 
number of themes. and usefulness of the results. Georgos Balkas, Masih- Amni, and Mariane Clasel [4] tackle this problem by putting 
forth a topic model created especially for text. It underscores the necessity of choosing a topic number that balances the granularity 
of themes with the clarity of interpretation. An inappropriate number of topics can lead to either overly broad or fragmented themes, 
potentially obscuring valuable insights. 
 Traditional methods for choosing the subjects, such as examination or impromptu heurstics, frequently subjective and time-
consuming [5]. They may not always provide consistent or optimal results, prompting the need for more sophisticated techniques. 
Woer Atevelt, and Welbert [7] emphasize importance for examination of subject modeling. Their research on the examination of a 
substantial volume of materials gives how systematic evaluation of different topic configurations can enhance the accuracy and 
relevance of the results. By employing quantitative methods, researchers can objectively assess various topic models and identify the 
most effective subjecs. 
Topic models offer a viable remedy for the problems associated with topic modelling. Li, Shing, Yaan [10] illustrating how topic 
approaches can improve the classification of text data by integrating content- based information with additional contextual factors. 
This makes a nuanced understanding and relevant contextual information. 
Rajendar Prasad, Mulana Mohamed [13] explore using vision data highlighting the benefits of visualizing topic models to enhance 
clustering performance. Their work emphasizes how visual representations of topics can aid in the interpretation and analysis of 
complex datasets. Visualization tools and techniques play a crucial role in making topic modelling results more accessible and 
comprehensible, particularly when dealing with large and multifaceted datasets. 
The need for advanced methods to ascertain the ideal quantity is further addressed [14]. Their study focuses on the visualization and 
performance measures for determining the quantity of subjects. They propose a method that combines various methods to increase 
precision and relevance. This approach highlights the importance of integrating multiple methodologies to address the challenges of 
topic selection and enhance the overall effectiveness of topic modelling. 
In addition to topic models, advancements in topic model visualization have also contributed to improving the interpretation of 
results. Sergay Karpovech, Smirnav,[15] discuss the use of IPython for topic model visualization. Their work demonstrates how 
interactive visualization tools can facilitate the exploration and understanding of topic models, providing users with a more intuitive 
means of analyzing complex data. Such tools are invaluable for interpreting the results of topic modelling and making informed 
decisions based on the insights gained. 
In summary, the field of topic modelling has evolved significantly, with various approaches and methodologies being developed to 
address the challenges of analyzing large and dynamic datasets. It remains a aspect of, influencing the practicality of the findings. 
Advances in topic models, quantitative analysis, visualization techniques, and interactive tools have all contributed to improval of 
the relevance of it. As the amount of data keeps increasing, these advancements will play a critical role in enhancing our ability to 
extract meaningful insights from complex textual data sources like Twitter. 
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III. METHODOLOGY 
A. Proposed Work 
This project proposes advanced topic modelling systems designed to detect and assess the ideal quantity of subjects related to 
current events and trends. The system integrates various advanced topic modelling methods, such as Probabilistic Latent Semantic 
Analysis, Non-negative Matrix Factorization, Latent Dirichlet Allocation, and Latent Semantic Analysis Indexing (PLSI), and 
Probabilistic Latent Dirichlet Allocation (PLDA). By employing these methods in tandem, the system aims to improve detection's 
precision. The project features a robust backend for processing and modelling data, and a user-friendly frontend developed with 
Flask and SQLite, which allows users to input queries, preprocess data, and visualize topic modelling results. This integrated 
approach ensures a comprehensive analysis of trends and themes, facilitating better insights and understanding of complex datasets. 
 
B. System Architecture 

Fig 1. Proposed Architecture 
The proposed architecture begins with the ingestion of the dataset, which undergoes a series of preprocessing steps including data 
processing, visualization, data cleaning, and vectorization. These steps prepare the data for effective topic modelling by converting 
raw text to structure. Once processed, it is subjected to various topic modelling techniques. LSA and LSI implemented using SVD, 
while LDA and NMF are applied using Gensim. Additionally, Doc2Vec is utilized to capture document-level semantics, and PLSI 
along with PLDA are employed through Gensim models. The results from these different models are then analyzed to produce a 
comprehensive final outcome, highlighting the most relevant topics and patterns within the dataset. 
 
C. Dataset Collection 
The dataset collection for this study includes health- related Twitter datasets covering 20 conditions such as Heart Attack, Diabetes, 
and Breast Cancer, along with TREC2014 topics like Muscle Pain from Statins and Whooping Cough Epidemic, and TREC2015 
subjects including Paradox Side Effects and Lyme Disease Study. Additionally, datasets from TREC2018 and COVID-19 were 
incorporated. Key words from these datasets were utilized for experimentation, with implementation in Python and MATLAB 
environments. 

Fig 2 Dataset 
D. Processing 
1) Data Processing 
Data processing involves preparing raw datasets for analysis by structuring and organizing the data. This step includes tasks such as 
parsing, sorting, and transforming data into a format that facilitates efficient analysis. The goal is to ensure that the data is accurately 
represented and ready for subsequent stages, such as visualization and modeling. Effective data processing is crucial for extracting 
meaningful insights from complex datasets. 
 
2) Visualization 
Visualization using Seaborn and Matplotlib involves creating graphical representations of data to uncover patterns and insights. 
Seaborn, built on Matplotlib, provides advanced visualization features and aesthetically pleasing charts, while Matplotlib offers a 
broader range of customizable plots. Together, these libraries enable the creation of detailed plots such as heatmaps, bar charts, and 
scatter plots, which help in understanding data distributions and relationships. 
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3) Data Cleaning 
Finding and fixing errors or inconsistencies in the data, managing , eliminating duplication, standardizing formats are all part of this 
process. By ensuring that the data is accurate and consistent, data cleaning improves the quality of the dataset and enhances the 
reliability of the analysis. Proper data cleaning is essential for producing valid and actionable insights from the data. 

Fig 3 Data Cleaning 
 
4) Vectorization of the Data 
Vectorization of the data transforms textual information into numerical vectors suitable for machine learning models. Techniques 
such as Bag of Words, TF-IDF, and word embeddings are used to convert text into vectors that represent the semantic meaning of 
words. This process allows algorithms to process and analyze textual data efficiently, enabling effective modelling and pattern 
recognition in various applications. 
 
E. Topic Modelling 
1) LSA/LSI using TruncatedSVD: 
LSA and LSI leverage Truncated Singular Value Decomposition to uncover latent topics in textual data. This process involves 
transforming the data to space with fewer dimensions, each of which represents a hidden topic. Documents and topics numbers is 
specified to define the granularity of the analysis. TruncatedSVD reduces dimensionality by retaining only the most significant 
singular values, thus capturing the core semantic structure of the data. After transformation, the model determines which words are 
most crucial to each issue., highlighting key terms that best represent the underlying themes. This approach enables efficient topic 
modelling by focusing on the most relevant features, facilitating the extraction of meaningful insights and thematic patterns from 
large text corpora. 
 
2) LDA using Decomposition 
Latent Dirichlet Allocation (LDA) with decomposition techniques models the topics within textual data by presuming that all 
documents are collections of themes, and that all topics are collections of words. Process begins in formatting the data 
appropriately, indicating the quantity of documents and subjects that will be the focus of the analysis. It decomposes the document-
term matrix into topic distributions, revealing how documents are composed of various topics. For instance, the composition of 
Document 0 is determined by the relative weights of each subject in it . Also, LDA identifies the most important words for each 
topic, ranking terms based on their relevance and contribution to the topic's characterization. This approach provides a detailed 
understanding of document content and the thematic structure of the dataset, facilitating effective interpretation and analysis of large 
text corpora. 
 
3) NMF using Gensim Doc2Vec 
Non-negative Matrix Factorization (NMF) combined with Gensim's Doc2Vec model processes textual data by first converting 
documents into vector representations using Doc2Vec. This involves vectorizing the data, storing abstracts in a 'data' repository, and 
transforming the information into compatible list structure. One function is employed to display the topics derived from the 
model.  
The NMF model is built from these vectors and saved to a file for future use. Once the model is loaded, it allows for the extraction of 
topics based on a specific document number, providing insights into the thematic content of individual documents. This approach 
enables effective topic modeling by leveraging document embeddings to capture semantic relationships, facilitating a better 
comprehension of the dataset's fundamental subjects. 
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4) PLSI and PLDA using Gensim Models LdaModel, LsiModel 
PLSI and PLDA are implemented using Gensim’s LdaModel and LsiModel for topic modeling. The process begins with data 
processing and vectorization to convert textual information into numerical format. Once the data is prepared, the models are loaded 
and applied to uncover topics. The LdaModel facilitates PLDA, while the LsiModel is used for PLSI. Each model extracts topics 
from the data, and the results are examined by printing the topics along with their most significant words. This allows for a 
comprehensive understanding of the thematic structure, as PLSI and PLDA reveal different aspects of the data’s latent topics. By 
leveraging Gensim’s capabilities, this approach effectively captures and interprets the key themes within the dataset, providing 
valuable insights into the underlying content. 
 

IV. EXPERIMENTAL RESULTS 

Fig 4 Home Page 

Fig 5 Signup Page 
 

Fig 6 Signin Page 
 

Fig 7 Main Page 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue I Jan 2025- Available at www.ijraset.com 
     

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

267 

Fig 8 Input Page 
 

 

Fig 9 Output Screen 
 

Fig 10 Input Sample Excel 

Fig 11 Input Screen 

Fig 12 Predicted Results 
 

V. CONCLUSION 
The project successfully demonstrates the efficacy of topic modeling techniques in detecting and analyzing topics within datasets 
related to current events and trends. By developing Probabilistic Latent Semantic Indexing (PLSI), Probabilistic Latent Dirichlet 
Allocation (PLDA), Non-negative Matrix Factorization (NMF), and Latent Semantic Analysis (LSA), system offers a robust 
framework for uncovering nuanced patterns and themes across diverse datasets. The comparative analysis of these methods reveals 
their complementary strengths, enhancing the overall accuracy and depth of topic detection. The implementation of a user-friendly 
frontend using Flask and SQLite provides an accessible interface for users to interact with the system, facilitating real-time data 
input, preprocessing, and visualization. This models bridges the gap between complex topic modeling processes and practical, 
actionable insights. 
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Overall, the project highlights the potential of topic modeling approaches in advancing our understanding of dynamic trends and 
emerging themes. The system not only improves topic detection but also offers a practical tool for stakeholders to engage with and 
analyze contemporary data effectively. 
 

VI. FUTURE SCOPE 
Future scope includes enhancing the system with advanced deep learning models for improved topic detection and classification 
accuracy. Integrating real-time data streams and multilingual support will broaden its applicability. Additionally, expanding the 
system to handle larger, more diverse datasets will further refine its analysis of complex trends. Collaborations with domain experts 
could enable customized insights, making the tool invaluable for researchers, analysts, and decision-makers across various 
industries. 
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