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Abstract:  Data centers are the backbone of todays Internet and cloud computing systems. Due to the increasing demand for 
electrical energy by data centers, it is necessary to account for the vast amount of energy they consume. Energy modeling and 
prediction of data centers plays a pivotal role in this context. In this study, we address the challenge of predicting energy 
consumption in cloud data centers, crucial for managing their significant electricity demand. Despite numerous existing 
methods, there remains a lack of robust methodologies. To fill this gap, we propose a novel approach that incorporates aleatoric 
uncertainty estimation. Our method utilizes regression distributions to model this uncertainty, with parameters derived from 
regressive techniques. This yields energy consumption predictions as random variables drawn from these distributions. 
Additionally, we illustrate how these random variables can be aggregated to form probabilistic forecasts for diverse data center 
portfolios. Our methodology achieves three key advancements: 1) introducing a simple multiple linear regression model for 
fundamental series; 2) devising a unique method that combines quantile regression and empirical copulas to estimate joint 
distribution; 3) enhancing prediction accuracy through a weighted correction technique based on constrained quantile 
regression. 
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I. INTRODUCTION 
Data centers are large scale, mission-critical computing infrastructures that are operating around the clock, to propel the fast growth 
of IT industry and transform the economy at large. The criticality of data centers has been fueled mainly by two phenomenon. First, 
the ever increasing growth in the demand for data computing, processing and storage by a variety of large scale cloud services, such 
as Google and Facebook, by telecommunication operators such as British Telecom, by banks and others, resulted in the proliferation 
of large data centers with thousands of servers (sometimes with millions of servers). Second, the requirement for supporting a vast 
variety of applications ranging from those that run for a few seconds to those that run persistently on shared hardware platforms has 
promoted building large scale computing infrastructures. As a result, data centers have been touted as one of the key enabling 
technologies for the fast growing IT industry and at the same time, resulting in a global market size of 152 billion US dollars by 
2016 .  
Data centers, being large scale computing infrastructures have huge energy budgets, which have given rise to various energy 
efficiency issues. Energy efficiency of data centers has attained a key importance in recent years due to its (i) high economic, (ii) 
environmental, and (iii) performance impact. First, data centers have high economic impact due to multiple reasons. A typical data 
center may consume as much energy as 25,000 households. Data center spaces may consume up to 100 to 200 times as much 
electricity as standard office space. Furthermore, the energy costs of powering a typical data center doubles every five years. 
Therefore, with such steep increase in electricity use and rising electricity costs, power bills have become a significant expense for 
today’s data centers,. In some cases, power costs may exceed the cost of purchasing hardware. Second, data center energy usage 
creates a number of environmental problems,. For example, in 2005, the total data center power consumption was 1% of the total 
US power consumption and created as much emissions as a mid-sized nation like Argentina. In 2010 the global electricity usage by 
data centers was estimated to be between 1.1% and 1.5% of the total worldwide electricity usage, while in the US the data centers 
consumed 1.7% to 2.2% of all US electrical usage.  
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A recent study done by Van Heddeghem et al. has found that data centers worldwide consumed 270 TWh of energy in 2012 and this 
consumption had a Compound Annual Growth Rate (CAGR) of 4.4% from 2007 to 2012. Due to The amount of energy consumed 
by these two subcomponents depends on the design of the data center as well as the efficiency of the equipment. For example, 
according to the statistics published by the Infotech group (see Fig. 1), the largest energy consumer in a typical data center is the 
cooling infrastructure (50%) , , while servers and storage devices (26%) rank second in the energy consumption hierarchy. Note that 
these values might differ from data center to data center (see for example). In this paper we cover a broad number of different 
techniques used in the modeling of different energy consuming components. these reasons data center energy efficiency is now 
considered chief concern for data center operators, ahead of the traditional considerations of availability and security. Finally, even 
when running in the idle mode servers consume a significant amount of energy. Large savings can be made by turning off these 
servers. This and other measures such as workload consolidation need to be taken to reduce data center electricity usage. At the 
same time, these power saving techniques reduce system performance, pointing to a complex balance between energy savings and 
high performance. The energy consumed by a data center can be broadly categorized into two parts: energy use by IT equipment 
(e.g., servers, networks, storage, etc.) and usage by infrastructure facilities (e.g., cooling and power conditioning systems). Modern 
cloud data centers rack-mounted servers can consume up to 1000 watts of power each and attain peak temperature as high as 100 
°C. The power consumed by a host is dissipated as heat to the ambient environment, and the cooling system is equipped to remove 
this heat and keep the host’s temperature below the threshold. Increased host temperature is a bottleneck for the normal operation of 
a data center as it escalates the cooling cost. It also creates hotspots that severely affect the reliability of the system due to cascading 
failures caused by silicon component damage. The report from Uptime Institute shows that the failure rate of equipment doubles for 
every 10°C increase above 21°C. Hence, thermal management becomes a crucial process inside the data center Resource 
Management System (RMS). Therefore, to minimize the risk of peak temperature repercussions, and reduce a significant amount of 
energy consumption, ideally, we need accurate predictions of thermal dissipation and power consumption of hosts based on 
workload level. In addition, a scheduler that efficiently schedules the workloads with these predictions using certain scheduling 
policies. However, accurate prediction of a host temperature in a steady-state data center is a nontrivial problem,. This is extremely 
challenging due to complex and discrepant thermal behavior associated with computing and cooling systems. Such variations in a 
data center are usually enforced by CPU frequency throttling mechanisms guided by Thermal Design Power (TDP), attributes 
associated with hosts such as its physical location, distance from the cooling source, and also thermodynamic effects like heat 
recirculation, . Hence, the estimation of the host temperature in the presence of such discrepancies is vital to efficient thermal 
management. Sensors are deployed on both the CPU and rack level to sense the CPU and ambient temperature, respectively. These 
sensors are useful to read the current thermal status. However, predicting future temperature based on the change in workload level 
is equally necessary for critically important RMS tasks such as resource provisioning, scheduling, and setting the cooling system 
parameters. 

 
II. LITERATURE SURVEY 

Renewable energy supply is a promising solution for datacenters increasing electricity monetary cost, energy consumption and 
harmful gas emissions. However, due to the instability of renewable energy, insufficient renewable energy supply may lead to the 
use of stored energy or brown energy. To handle this problem, in this paper, the existsing system propose an instability-resilient 
renewable energy allocation system. The existsing system define a jobs service-level-objective (SLO) as the successful running 
probability by only using supplied renewable energy. The system allocates jobs with the same SLO level to the same physical 
machine (PM) group, and powers each PM group with renewable energy generators that have probability no less than its SLO to 
produce the amount no less than its energy demand. We use a deep learning technique to predict the probability of producing the 
amount no less than each value of each renewable energy source, and predict the energy demands of each PM area. The existsing 
system formulate an optimization problem to match renewable energy resources with different instabilities to different PM groups 
for supply, and use reinforcement learning method and linear programming method to solve it. We further propose an energy-driven 
computing resource assignment method, which adjusts the amount of computing resource of each job based on job deadline and 
failure probability in each PM group, and a failure prediction based energy saving method. Real trace driven experiments show that 
our methods achieve much lower SLO violations, total energy monetary cost and total carbon emission compared to other methods 
and the effectiveness of individual methods. The existsing system use long short term memory (LSTM) deep learning model to 
predict the tail distribution of the amount of generated renewable energy of each energy source represented, i.e., the probability that 
it will generate no less than each certain amount of energy at each time slot of the next time period. Second, the existsing system use 
LSTM to predict the energy demand of each PM area.  
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The instability-resilient renewable energy allocation system conducts the mapping between renewable energy generators and PM 
areas to solve the above assignment problem. Therefore, it incorporates the following components: 1) It predicts the tail distribution 
of each renewable energy source and the energy demand in each PM area at each time slot in the next time period (Section IV-A). 2) 
Based on the predicted renewable energy generation and predicted energy demand, it assigns renewable energy sources to PM areas 
using RL-based method and linear programming method 
 

III. PROPOSED SYSTEM 
Energy consumption monitoring and prediction are part of the main research areas aiming at reducing carbon footprint, which also 
include areas focusing on energy-harvesting. This study aims to present a detailed analysis of how regression learning can predict 
energy demand in a cloud data center to improve the integration of energy sources. Accurately predicting energy demand is crucial 
for managing the cloud data center, as it allows for the optimal distribution and use of energy sources. The primary objective of this 
strategy is to improve the integration of energy sources by providing accurate energy demand forecasts that can aid in the 
administration of the cloud data center. Beginning with data collection, pre-processing, and model development, the proposed 
method continues with model evaluation and deployment. The joint distribution of random variables is estimated by combining 
quantile regression and empirical copulas. Without forecasting the mean demand for all nodes, the joint distribution that is used to 
exploit possible dependencies between associated nodes can be directly evaluated by using predicted quantiles at the lower level. It 
requires a small number of mathematical requirements and decreases the number of iterations necessary to get the optimal solution. 
Also, it employs stochastic random searches, so the derivative information is unwarranted.  
The model is trained on relevant features and evaluated by comparing actual and predicted values. To avoid the overfitting of the 
models, we adopt kfold cross-validation where the value of k is set to 10. Furthermore, to evaluate the goodness of fit for different 
models, we use the Root Mean Square Error (RMSE) metric which is a standard evaluation metric in Regression-based problems. 

 
Fig 1. Architectural diagram 

 
IV. DEEP LEARNING ALGORITHMS FOR PREDICTIONS 

Linear regression is a foundational algorithm in statistics and machine learning, valued for its simplicity, interpretability, and 
versatility. Its advantages stem from its straightforward approach to modeling relationships between variables. 
One significant advantage of linear regression is its interpretability. The output coefficients directly indicate the relationship 
between the independent variables and the target variable. Each coefficient represents the change in the target variable for a unit 
change in the corresponding independent variable, holding all other variables constant. This transparency enables practitioners to 
understand the impact of each predictor on the outcome, facilitating insights into the underlying data generating process. 
Moreover, the linear nature of the model allows for clear interpretation of predictions. By representing predictions as a weighted 
sum of the input variables, linear regression provides a transparent mechanism for understanding how the model arrives at its 
forecasts. This visibility into the prediction process is particularly valuable in scenarios where interpretability is essential, such as in 
policy-making or decision support systems. 
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Additionally, linear regression offers mechanisms for addressing overfitting, a common challenge in machine learning. Overfitting 
occurs when a model learns to capture noise in the training data, leading to poor generalization performance on unseen data. 
Regularization techniques, such as Ridge regression or Lasso regression, can be employed to mitigate overfitting in linear regression 
models. These techniques introduce a penalty term to the objective function, constraining the magnitude of the coefficients and 
promoting simpler models. By controlling the complexity of the model, regularization helps prevent overfitting and improves the 
model's ability to generalize to new data. 
Overall, the advantages of linear regression—interpretability, transparency in prediction, and mechanisms for addressing 
overfitting—make it a valuable tool in various domains, ranging from economics and finance to healthcare and social sciences. 
Despite its simplicity, linear regression remains a powerful and widely used algorithm, offering insights into relationships between 
variables and facilitating informed decision-making.  
 

V. CONCLUSION AND FUTURE DIRECTIONS 
The development of accurate energy demand prediction models is essential for attaining multiple sustainable development 
objectives relating to affordable and clean energy, innovation and infrastructure, and climate action. Predictive models for energy 
demand can help mitigate the adverse effects of climate change and promote a more sustainable and environmentally benign energy 
system by reducing reliance on fossil fuels and promoting the use of renewable energy sources. 
 Our proposed model represents a significant contribution to ongoing efforts to develop sustainable energy systems that can support 
a more equitable and environmentally favourable future. Estimating the energy in the data center is a complex and non-trivial 
problem. Existing approaches for temperature prediction are inaccurate and computationally expensive. Optimal thermal 
management with accurate temperature prediction can reduce the operational cost of a data center and increase reliability. 
 Data-driven energy estimation of hosts in a data center can give us a more accurate prediction than simple mathematical models as 
we were able to take into consideration CPU and inlet airflow temperature variations through measurements. Our study which is 
based on physical host-level data collected from cloud data center has shown a large thermal variation present between hosts 
including CPU and inlet temperature. To accurately predict the host energy, we explored several ensemble learning algorithms. 
As our future work, we plan to focus on net-zero smart buildings with renewable energies, where we aim to investigate the 
combination of deep learning methods and optimization algorithms such as the Sine Cosine Algorithm, Genetic Algorithm, and 
Wolf Pack Algorithm. We also plan to consider load scheduling problems and use additional factors such as user satisfactions. 
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