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Abstract: This research presents a wavelet-based filter bank approach for image compression and enhancement in the context of 
Alzheimer's disease diagnosis using medical imaging. The proposed system leverages the PyWavelets and OpenCV libraries in 
Python to implement Discrete Wavelet Transform (DWT) and Inverse Discrete Wavelet Transform (IDWT) algorithms. The 
primary objective is to develop an efficient image compression technique while preserving visual quality and enhancing relevant 
features for improved diagnostic accuracy. The system utilizes filter banks to process wavelet coefficients, enabling selective 
enhancement of patterns or biomarkers associated with Alzheimer's disease. Results show that the decompressed images closely 
resemble the originals, with low Mean Squared Error (MSE) and high Peak Signal-to-Noise Ratio (PSNR) values. Visual 
inspection and quantitative metrics confirm the successful preservation of image quality and structural details. The wavelet 
coefficients visualization highlights the captured significant features crucial for reconstruction  
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I.      INTRODUCTION 
Multimedia applications, scientific research, medical diagnostics, and other domains all heavily rely on image processing [1-7]. The 
significance of image processing in the field of medical imaging cannot be emphasized. Filtering, augmentation, segmentation, 
compression, and other techniques are essential for obtaining relevant information from medical images so that precise diagnosis 
and efficient treatment planning are possible. The analysis of imaging data from modalities such as positron emission tomography 
(PET), magnetic resonance imaging (MRI), computed tomography (CT) scans, and X-rays is one of the main uses of image 
processing in the medical profession [8-12]. Large volumes of data are produced by these imaging techniques, and image processing 
algorithms are necessary to improve the quality, lower noise, and extract pertinent characteristics from the images. Image processing 
can help radiologists and doctors identify anomalies, track the course of a disease, and decide on the best course of action by 
enhancing image clarity and emphasizing particular regions of interest. Also, image processing is essential for compressing medical 
images, which is necessary for effectively storing and sending huge imaging datasets. Both lossless and lossy compression methods, 
which are frequently based on wavelet modifications or other sophisticated algorithms, allow for large file size reductions without 
sacrificing the photos' diagnostic integrity. This allows for the easy sharing of medical pictures across healthcare providers and 
organizations, saving on storage space while promoting cooperative diagnosis and treatment planning.  
Beyond its use in medicine, image processing is essential to many scientific fields, including microscopy, astronomy, and remote 
sensing. Image processing techniques are utilized in these domains to improve the quality of acquired images, eliminate artifacts, 
and extract significant information from intricate data sets. For example, image processing techniques can be applied to 
astronomical imaging to enhance the visibility of celestial bodies, eliminate atmospheric distortions, and examine the characteristics 
of stars and galaxies [13-16]. Further, image processing is necessary for multimedia applications like computer vision, augmented 
reality, and picture and video editing. Features like object detection, picture recognition, and image enhancement are made possible 
by advanced algorithms and are essential to many contemporary applications and technologies. 
In the field of medical imaging, filter banks have various potential uses, especially for the detection and tracking of 
neurodegenerative illnesses like Alzheimer's disease (AD). Feature extraction and image enhancement are two of the main uses. 
Filter banks can amplify modest anatomical or functional alterations in the brain linked to AD by selectively processing wavelet 
coefficients in particular frequency subbands. By doing this, biomarkers or patterns that might not be immediately visible in the 
original medical imaging can be better seen and detected. For example, filter banks can be made to emphasize the hallmark 
symptoms of AD, such as atrophy in the hippocampus or temporal lobe. Data compression is yet another essential use.  
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Medical imaging data can be quite vast and resource-intensive to store and transmit, especially from modalities like magnetic 
resonance imaging (MRI) and Positron Emission Tomography (PET). When used with wavelet-based compression technologies, 
filter banks can greatly reduce the size of these datasets without sacrificing any clinically meaningful information. This compression 
can help medical imaging data be efficiently stored, transmitted, and shared, facilitating quicker access to diagnostic data and 
optimizing workflows in healthcare institutions. In addition, filter banks can be used to remove artifacts and reduce noise in medical 
images. Various forms of noise or interference present in the imaging data can be selectively suppressed or eliminated by filter 
banks through the isolation and processing of particular wavelet coefficients. This can raise the overall level of clarity and quality in 
the photos, which will help doctors identify and interpret disorders like AD more correctly. Furthermore, filter banks can be 
customized for certain clinical uses or imaging modalities. For example, filter banks can be created to highlight or isolate regions or 
patterns of interest in functional imaging techniques like PET, which measure the brain's metabolic activity. This could potentially 
improve the diagnostic accuracy for conditions like AD, where metabolic changes in particular brain regions. 
The main difficulty is in efficiently interpreting and extrapolating pertinent information from medical imaging data, especially when 
considering the minute structural and functional alterations linked to AD. The precise patterns or biomarkers suggestive of AD may 
not be well detected and enhanced by current image processing and analysis techniques, which could result in a delayed or incorrect 
diagnosis. Innovative image processing methods that can efficiently compress medical imaging data while maintaining critical 
diagnostic information and improving pertinent features are required to meet this challenge. Wavelet-based filter banks offer a 
possible way to accomplish these objectives. Filter banks have the ability to increase the visibility of AD-related patterns or 
biomarkers in medical images while simultaneously improving image compression efficiency by utilizing the multi-resolution 
capabilities of wavelet transforms and selectively manipulating wavelet coefficients. Nevertheless, the efficiency of various filter 
bank implementations in this particular setting has yet to be investigated. The effectiveness of different filter bank designs in terms 
of compression efficiency, maintaining picture quality, and highlighting AD-specific features in medical imaging data needs to be 
assessed and compared.  
Thus, the goal of this research is to create an image compression system that is especially designed for medical imaging data linked 
to the diagnosis of Alzheimer's disease, using a wavelet-based filter bank technique. The Discrete Wavelet Transform (DWT) and 
Inverse Discrete Wavelet Transform (IDWT) algorithms will be implemented by the system using PyWavelets and OpenCV 
modules, allowing for effective compression without sacrificing visual quality. In order to improve the diagnostic accuracy of 
medical imaging techniques for Alzheimer's disease, this research intends to provide insights and prospective solutions by 
investigating the efficiency of various filter banks and their effects on compression efficiency and image quality. 
 

II.      EXPERIMENTAL PROCEDURE 
The objective of this experiment was to implement and evaluate a wavelet-based image compression and decompression system 
using Python libraries, specifically OpenCV and PyWavelets, on PET images shown in Figure 1. The initial step in setting up the 
required environment was installing the necessary Python libraries, which include Matplotlib and NumPy for numerical operations 
and visualization, respectively, and OpenCV for image handling and PyWavelets for wavelet transformations.  The application was 
then loaded with the sliced images. To make things simple, OpenCV was used to read the photos in grayscale mode, which works 
well for intensity-based analysis.  The grayscale image was first compressed by applying the Discrete Wavelet Transform (DWT), 
which divided the image into its wavelet coefficients. The image is represented by these coefficients at various resolution settings. 
The DWT was carried out using the PyWavelets module, and the Haar wavelet was chosen for this particular experiment.  
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Figure 1. Sample axial slices from a Positron Emission Tomography (PET) brain scan used for evaluation of the wavelet-based 

image compression and enhancement system [17] 
 
The image was efficiently compressed by quantizing the wavelet coefficients with the use of a thresholding approach. For simpler 
handling and storing, the quantized coefficients were then encoded into a single array format.  Decoding the array of wavelet 
coefficients back into their original structure was the process of decompression. In order to accomplish this, the array was first 
converted back into the format required by the inverse wavelet transform function. The compressed original image was then rebuilt 
using the Inverse Discrete Wavelet Transform (IDWT).  The last step was to use Matplotlib to show the original and decompressed 
photos side by side after saving the decompressed image using OpenCV. The quality of the decompression might be evaluated by 
visual comparison.  
 

III.      RESULTS AND DISCUSSION 
The original and decompressed grayscale images were successfully obtained and are displayed in Figure 2. Visual inspection shows 
that the decompressed image closely resembles the original, indicating effective compression and decompression. The wavelet 
coefficients were extracted using the 'haar' wavelet at a decomposition level of 2. Quantization of the coefficients was achieved 
through soft thresholding.  The colored version of the Figure 2 is shown in Figure 3.  

 
Figure 2. Obtained original and decompressed grayscale images 
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Figure 3. Original and decompressed color images 

 
The histogram of the original grayscale image shown in Figure 4 shows a concentration of pixel values towards the lower end of the 
intensity range, which is typical for medical imaging where dark regions often dominate due to background and low-intensity 
tissues. The histogram of the decompressed grayscale image (Figure 5) shows a similar distribution, although with slightly more 
spread, indicating that the compression process introduced some variation in pixel intensity but largely preserved the overall 
distribution.  

 
Figure 4. Histogram plot for original grayscale image 

 

 
Figure 5. Histogram plot for decompressed grayscale image 
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For the color image, each channel (Blue, Green, Red) was processed separately, and their histograms are displayed in Figure 6 a) -
c). The histograms reveal that the pixel value distributions are well-preserved post compression, although minor deviations are 
noted due to the quantization process. The histogram of B channel shows that the majority of the pixel values are concentrated at the 
lower end, with a sharp peak near zero. This indicates that the blue channel predominantly contains low-intensity values, which is 
characteristic of the specific image being analyzed. Similar to the blue channel, the green channel histogram also shows a peak near 
zero, but with a slightly wider distribution of pixel values. This suggests that the green channel has a bit more variation in intensity 
compared to the blue channel. The red channel histogram also shows a peak near zero with a distribution pattern similar to the green 
channel. This indicates that the red channel values are mostly low but have a spread indicating some regions with higher intensity. 
The comparison between the original and decompressed images in both grayscale and color demonstrates that the compression 
algorithm preserves the essential features and overall appearance of the original images. 

 
a) 

 
b) 

 
c) 

Figure 6. Histograms representation of a) Blue channel, b) Green channel and c) Red channel 
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The wavelet coefficients visualization indicates the structural details captured at different levels of decomposition shown in Figure 
7. The coefficients display the significant features extracted from the image, which are crucial for reconstruction. This visualization 
confirms that the primary structural information is retained after compression, contributing to the high visual quality of the 
decompressed image.  

 
Figure 7. Visualization of wavelet coefficients 

 
Quantitative metrics were calculated to evaluate the compression performance shown in Table 1. The Mean Squared Error (MSE) 
for the grayscale image was found to be minimal, indicating a high-fidelity reconstruction. The MSE is calculated as shown in 
Equation 1.  

푀푆퐸 = ∑ ∑ 퐼 − 퐾                   (1) 
Where  퐼   and 퐾  are the pixel values of the original and decompressed images, respectively, and 푚  and 푛  are the dimensions of 
the image. 
The Peak Signal-to-Noise Ratio (PSNR) was also computed, demonstrating a high value that corresponds to good reconstruction 
quality. PSNR is given by Equation 2.  

푃푆푁푅 = 20푙표푔
√

                               (2) 

 
Table 1. Metric features obtained from the images 

Image Quality MSE  PSNR (dB) 
Grayscale 5.99 40.35 

Color 5.94 40.39 
 
The results demonstrate the effectiveness of the wavelet-based filter bank approach in compressing images while maintaining visual 
and quantitative quality metrics. The use of 'haar' wavelets provided a good balance between compression efficiency and image 
quality, although further studies could explore other wavelet types and levels of decomposition to optimize performance further.  
 

IV.      CONCLUSION 
The presented research successfully implemented and evaluated a wavelet-based filter bank approach for image compression and 
enhancement in the context of Alzheimer's disease diagnosis using medical imaging.  
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The proposed system leveraged the PyWavelets and OpenCV libraries in Python to implement the Discrete Wavelet Transform 
(DWT) and Inverse Discrete Wavelet Transform (IDWT) algorithms. Visual inspection and quantitative metrics confirmed the 
preservation of image quality and structural details. The wavelet coefficients visualization highlighted the captured significant 
features crucial for reconstruction, suggesting the potential for selective enhancement of Alzheimer's disease-related patterns or 
biomarkers.  
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