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Abstract: Rice is the principal and dominant crop of India after wheat. India being at second position in the world after China 
often cited as main contributor to the rice production and accounts for 20% of the world’s total production. The amount of 
hectares in India under rice cultivation is as high as 40 million hectares in 20 states. India is also the largest exporter of rice in 
the world crossing 100 million tones. The sustainability and productivity of rice growing areas is dependent on suitable climatic 
conditions. Developing better techniques to predict crop productivity in different climatic conditions can assist farmer and other 
stakeholders in better decision making in terms of agronomy and crop choice. To predict the crop yield in future accurately, 
Random Forest, a most powerful and popular supervised machine learning algorithm is used. 
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I. INTRODUCTION 
Andhra Pradesh is one of top ten rice producing states in India that has a share of 12% in total production of rice in India. 
Quantifying the yield gap is thus essential to inform policies and prioritize research to achieve food security without environmental 
degradation [8]. Rice is mainly grown in rain fed areas that receive heavy annual rainfall. That is why it is fundamentally a Kharif 
crop in India. It demands temperature of around 25 degree Celsius and above and rainfall of more than 100 cm. Rice is also grown 
through irrigation in those areas that receives comparatively less rainfall. Higher temperatures can decrease rice yields as they can 
make rice flowers sterile, meaning no grain is produced. Rice requiresmple water to grow [2]. Rainless days for a week in upland 
rice-growing areas and for about two weeks in shallow lowland rice-growing areas can significantly reduce rice yields. Average 
yield reduction in rain fed, drought prone areas have ranged from 17 to 40% in severe drought years, leading to production losses 
and food scarcity. 
Machine learning techniques [16] can be used to improve prediction of crop yield under different climatic scenarios [6][7]. This 
paper presents the use of a versatile machine learning technique for Indian rice cropping areas.  

II. RELATED WORK 
Support Vector Machines (SVMs) a supervised machine learning technique. There are a number of examples of where it has been 
used in the agricultural domain. Tripathi et al., (2006) reported on how SVM was applied for reduction of precipitation for climate 
change scenarios [9]. To minimize the generalization error bound and to achieve generalized performance, SVM was used to 
forecast the demand and supply of pulp wood [10]. SVM was also applied to provide insights into crop response patterns related to 
climate conditions by providing the features contribution analysis for agricultural yield prediction [11]. For classification of 
agricultural datasets the use of discretization based Support Vector Machine was used [12]. Huang et al., (2010) reported the use of 
SVM to model urban land use conversion. This study reported a relationship between various factors and rural-urban land use [13]. 
SVM has also been applied for the estimation of crop biophysical parameters with the use of aerial hyper spectral observations [14]. 
 

III. RESEARCH METHODOLOGY 
This section discusses the methodology used for this research and gives the details of the study area, datasets. 

A. Study Area 
The study area selected for this research is Andhra Pradesh sprawled in an area of 1,60,205 sq.kms. For smooth administration of 
this state, it has been divided into thirteen districts. For the present research, 13 districts were selected as representatives of the state 
depending on the data availability. Agriculture is the main occupation of about 62 per cent of the people in Andhra Pradesh in which 
Rice is a major food crop and staple food of the State contributing about 77 per cent of the food grain production [15]. 
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Figure 1: Area of Study – Andhra Pradesh 

B. Dataset Used 
All the datasets used in the research were sourced from the openly accessible records of the Indian Government. This was sourced 
for the years 2005 to 2015 for different seasons like Kharif and Rabi of rice production. From the vast initial dataset, only a limited 
number of important factors which have the highest impact on agricultural yield were selected for the present research. Figure 2 
below shows the parameters selected for the present study. 
1) Rainfall (mm): The total precipitation for Kharif and Rabi seasons for each year of every district. 
2) Maximum Temperature (degree Celsius): Crop production will definitely have an impact due to variation in the temperature. 

Hence maximum temperature for each year of every district was considered for the present research.  
3) Rice Production (Tonnes): The rice cultivated area in Hectares and production in tonnes for Kharif and Rabi seasons for every 

year in each selected district of Andhra Pradesh state was considered for the present research. 
4) Perception: Perception data for every year in each selected district of Andhra Pradesh was considered for accurate yield 

prediction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 2: Shows the attributes considered for predicting the crop yield 
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C. Methodology Used: Random Forest Classifier 
Random forest is a most popular and powerful supervised machine learning algorithm capable of performing both 
classification, regression tasks, that operate by constructing a multitude of decision trees at training time and outputting the class 
that is the mode of the classes (classification) or mean prediction (regression) of the individual trees. The more trees in a forest the 
more robust the prediction. Random decision forests correct for decision trees habit of over fitting to their training set [17]. 
In this study, the data sets considered are rainfall, perception, production, temperature to construct random forest, a collection of 
decision trees by considering two-third of the records in the datasets. These decision trees are applied on the remaining records for 
accurate classification. The resultant training sets can be applied on the test data for correct prediction of crop yield based on the 
input attributes [19]. RF algorithm was used to study the performance of this approach on the dataset. The results were generated in 
R Studio by using the RF algorithm. The results were further evaluated using various performance measures as discussed in the next 
section. 
 

IV. PERFORMANCE EVALUATION 
RF classifier can be described as the collection of tree-structured classifiers..It is an advanced version of bagging [21] such that 
randomness is added to it. Instead of splitting each node using the best split among all variables, RF splits each node using the best 
among a subset of predictors randomly chosen at that node. A new training data set is created from the original data set with 
replacement. Then, a tree is grown using random feature selection. Grown trees are not pruned [22][21]. This strategy makes RF 
unexcelled in accuracy [23] when compared to other existing algorithms including discriminant analysis, support vector machines 
and neural networks [2] [25]. RF is also very fast, it is robust against over fitting, and it is possible to form as many trees as the user 
wants needs [23]. Two parameters must be defined by user to initialize RF algorithm. These parameters are N and m, which are the 
number of trees to grow and the number of variables used to split each node, respectively. First, N bootstrap samples are drawn from 
the 2/3 of the training data set. Remaining 1/3 of the training data, also called out-of-bag (OOB) data, are used to test the error of the 
predictions. Then, an un-pruned tree from each bootstrap sample is grown such that at each node m predictors are randomly selected 
as a subset of predictor variables, and the best split from among those variables is chosen. It is crucial to select the number of 
variables that provides sufficiently low correlation with adequate predictive power [24]. Breiman suggests that setting number of 
variables (m) equal to the square root of M (number of overall variable) gives generally near optimum results. RF uses 
Classification and Regression Tree (CART) algorithm to create the trees [21]. At each node, split is performed according to a 
criterion (e.g. GINI index) in CART algorithm. In this study, GINI index is utilized to perform the split. The GINI index measures 
class homogeneity and can be written as the equation below [1]: 

 
where T is a given training set, Ci is the class that a randomly selected pixel belongs to. Only one class is present at each terminal 
node [Watts et al., 2011]. Once all N trees are grown in the forest, the new data is predicted based on the outcome of the predictions 
of N trees [25]. 
 

V. EXPERIMENTAL RESULTS 
The R Studio is a free open source IDE for R, a programming language for statistical computing. This prediction system built and 
implemented using this IDE. This paper discusses the results obtained after applying the Random Forest Algorithm on rice crop 
yield related datasets of Andhra Pradesh state, India. Classification accuracy of RF method depends on user-defined parameters as 
N, m i.e., Number of records and Training datasets. The process of parameter selection directly affects the classification 
performance. Hence, multiple parameter combinations (N and m) are tested and assessed to the RF method to obtain more reliable 
crop yield of the study area.  
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Figure 3 shows the Rice Production in 2005 Rabi and Kharif season 

 

 
Figure 4 shows the Max Temperature monthly wise in 2005 

 

 
Figure 5 shows the Perception in 2005 

 
Figure 6 shows the Funnel on rainfall in 2005 
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Figure 7: Random Forest Prediction of Crop Yield in Hectares for year 2017 

 
VI. CONCLUSION 

In recent years, great efforts have been undertaken on the challenging task of predicting rice crop yield. Developing accurate models 
for crop yield estimation using Information and Communication Technologies may help farmers and other stakeholders improve 
decision making in relation to national food import/exports and food security[3][4]. Rice is one of the most important food crops of 
India. It is cultivated all over the country and contributes more than 40% of total food grain production [18]. Given the importance 
of rice to world’s food security, any improvements in the forecasting of rice crop yield under different climatic and cropping 
scenarios will be beneficial [5]. This research has demonstrated the prediction of rice crop yield by applying one of the machine 
learning technique, Random Forest (RF). 
This study examines the performance of the RF and MLC methods. RF method improves the overall accuracy over MLC method. 
The  highest overall accuracy of 85.89% is obtained for the RF method, which is higher 8% than the corresponding MLC result. 
These promising results can be explained by the well-built algorithm of the RF method. It is also worthy noticed that similar results 
are achieved when different parameter combinations are tested for the RF method, which indicates the consistency of the RF 
classification algorithm. In conclusion, it can be stated that the RF method can be a reliable way to produce crop yield in high 
accuracies for agricultural lands. 
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