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Abstract: In this work, a hybrid model of Taguchi technique is presented for manufacturing process optimization in which 
critical quality parameter selected for study is surface roughness of automobile components. Proposed hybrid approach includes 
Taguchi technique, particle swarm optimization and Artificial Neural Network models for optimization. In this work, multi-
objective optimization problem is degraded into single-objective optimization for manufacturing process. The main contribution 
of this work is to improve conventional optimization technique by improving optimal solution searching in the given global 
search space. Here we have introduced Neural network based prediction model which requires training data and testing data for 
predicting the surface roughness. For training, 9 specimens of the input data are considered and testing includes 18 specimens. 
During the optimization process, Taguchi technique is implemented first resulting in optimized output response in terms of 
surface roughness. For further improvement Particle Swarm Optimization is included which helps to find best fit solution for 
single-objective problem.  
Keywords: Product Manufactuig ; Quality Management; Taguchi Technique;Particle Swarm Optimization;Artificial Neural 
network 

I.  INTRODUCTION 
Recently, technology field has noticed tremendous growth. Due to this technical growth, the demand for quality products is 
increasing drastically.  However, industrial growth of any sector depends on the manufacturing which plays an important role. In 
today’s business scenario, market globalization is accepted by various developing countries which helps to improve the business 
strategies and to face the challenges in domestic or international markets. This increasing demand of products and business strategy 
motivates to manufacture better quality products to meet the customer demand criteria. 
During manufacturing process, a product passes through multiple stages of development which is known as product development 
life cycle. A general process of product development cycle is depicted in figure 1. According to this process, product specifications 
are considered as the first stage of development where requirements of the product are specified. Once the product specification 
analysis stage is completed, product design specifications are developed to meet the required criteria. In the next stage of product 
manufacturing, Computer-Aided Design (CAD) is used for analyzing design feature, detail design, design generation and prototype 
building. At this stage, a prototype designed is obtained which is further travelled through testing phase. In later stage of product 
manufacturing, Computer-Aided Manufacturing (CAM) is considered as a significant tool for product development cycle 
assessment. It is used for programming the numerically-controlled device which helps to perform various operation such as 
continuous manufacturing, testing the product, shipping and monitoring the performance. Generally, these process require human 
effort. Since human or manual analysis are error prone which can cause defect in the manufactured product. 
Recently, Chou et al. [1] presented an optimized technique for steel bar manufacturing field. In this study, authors discussed about 
the need of quality management in this industrial field..According to this study, it was concluded that quality of the product is a key 
component for industrial growth. 
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Figure1. Product manufacturing and life cycle 

Various techniques have been developed for maintaining the quality of product. These techniques are known as: Statistical 
Experimental Design and Statistical Process Control. Other postulates for quality improvement includes techniques such as zero 
defect, swapping the components etc. However, these techniques are developed by keeping SED and SPC as a based model for 
analysis. 

A. Motivation or Need of TQM improvement 
However, these conventional techniques fail to provide continuous improvement in quality when large manufacturing is required. 
Hence, there is a need to develop an efficient approach for manufacturing quality improvement by replacing the current statistical 
techniques. In order to address this issue, Bendell et al. [2] asserted that Taguchi technique are capable to provide a significant 
solution for improving the quality which are known as “on-line quality control methods” in the industrial manufacturing field. 
According to this strategy, quality improvement need to be implemented at the beginning of the product design phase. Along with 
online applications, offline quality improvement application scenarios are also discussed in [2]. In offline quality control scheme, 
minimum number of experiments are performed to obtain the optimum number of parameters for manufacturing quality 
management. In [3], Taguchi et al.dicussed about online and offline methods for qulaity improvement by applying Taguchi 
technique. This study shows that, still there is a significant gap is present between online and offline Taguchi technique based 
methods for quality improvement. In order to over come this issue and bridge the gap, we present a hybrid model for quality 
improvement. 

B. Contribution of work 
As discussed in previous section, still there is a need to improve the quality measurement and improvement techniques. To address 
this issue, in this work we develop a hybrid model for TQM technique. This model is combination of Taguchi technique and 
optimization technique.  
A synthetic data is formulated and Taguchi technique is applied to obtain the optimum parameters. In next phase of work, we 
incorporate optimization technique to obtain the accurate optimum parameters for improving the quality of manufacturing process.  
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Rest of the article is organized as follows: section II deals with a brief discussion about recent works in this field of TQM. Proposed 
hybrid model is discussed in section III, section IV presents experimental study and finally section V presents concluding remarks 
of proposed approach. 

II. RELATED WORK 
This section provides a brief discussion about recent studies presented for quality improvement. In [4], Dubey et al. discussed about 
Taguchi loss function based on the utility function. This technique uses multi-response optimization process with Taguchi technique 
for optimal performance resulting in quality improvement.  This technique is developed for ECH (Electro-Chemical Honing) 
process for industrial applications. This process is known for providing controlled friction on work-surface and it is capable for 
removal of materials in a single operation. In order to maximize the utility of product, utility function, Taguchi loss function and 
multiple ECH are considered for optimal parameter selection. 
Chong et al. [6] discussed about total quality management and it’s effect on the global market and performance of manufacturing. In 
order to carry out this study, a survey was performed in Australian companies which are based on the manufacturing process. This 
survey includes 89 production and operation managers. For analysis, multiple regression model is implemented. The main aim of 
this study is to establish a relationship between TQM analysis and customer satisfaction. 
Since quality management is known an important component of any industry to improve the profit and customer satisfaction. For 
this purpose, Taguchi technique is a well-known technique and used widely in various industrial applications. Song et al [7] studied 
about working process of permanent magnet linear synchronous motors. Specifically, this study is focused on optimization of the 
laser etching using synchronous motors. In order to perform this operation, particle swarm optimization is introduced for obtaining 
the optimal parameter configuration for synchronous motor. Furthermore, conventional Taguchi optimization technique is also 
implemented for thrust ripple optimization. according to current scenario of industrial manufacturing, industries are focused on 
MUP (multi-unit production). Due to huge demand of electronic products and on- going researches, product size decrement is also a 
trending technique which makes it more diverse and powerful. Hence, surface mount technologies are also decreasing. However, it 
is well-known that manufacturing quality plays an important role in this field for product quality and its performance. Based on this 
assumption Hsu et al. [8] presented a study for SMT defects reduction in ceramic products and improving the product quality and 
cost efficient approach.In this work, Taguchi technique is implemented for analyzing the print wiping, oxygen content, thickness of 
substrate within minimum number of experiments thus optimal configuration is obtained. Taguchi technique based program is 
developed for analyzing the performance for entire system. In this program relevant factor are investigated in minimum number of 
experiment where a stable design and its configuration are acquired. 
George et al [9] presented a study about agro-processing industries. According to industrial scenario in India, sugar industry is the 
second largest in agro-processing. Sugar industries have most complex evaporation process due to multiple effect evaporator. It is 
known as a main component which affects the economy of manufacturing. Hence, an optimization technique is required for better 
performance of manufacturing. This optimization is performed using Taguchi method. For evaporator optimization, quadruple effect 
evaporator is used in sugar industries and modeled using MATLAB Simulink tool. For further optimization, Taguchi technique is 
combined with Fuzzy logic optimization model. 
Nanubalaet. al. [10] discussed about epoxy polymers and its advantages in engineering materials. Epoxy polymers have higher ratio 
of strength and weight, higher resistance, electrical resistance, corrosion resistance etc. Due to these properties of material, it is 
widely used in automobile industries and aerospace industries etc. In this a material glass fibre reinforced polymer (GFRP) is 
considered which is fabricated using Araldite LY556. In this work 12 layers of glass fibers are using where tensile and hardness of 
material is measured. In this work, it was also presented that drilling of GFRP is different when compared with conventional 
materials and presented a Taguchi based optimization study. 
To deal with a nonlinear optimization problem which aims to minimize the unit production cost in multi-pass turnings, Xie and Guo 
[11] proposed a new approach, which combines genetic algorithms with a pass enumerating method. Computer simulation results 
showed that the optimization approach can find the better results than other algorithms proposed previously to significantly reduce 
the unit production cost. Grzesik and Wanat [12] provided a comprehensive analysis of part surface finish in continuous dry turning 
of hardened construction steel when using mixed alumina cutting tools. Their results showed that hard turning with mixed alumina 
tools produces specific surface profiles and microstructures, although the Ra roughness values of about 0.25 μm can be comparable 
to hose produced by finish grinding. Surface roughness has been modeled by Patrikar [13],based on power series and Fast Fourier 
Transform methods. A method based on neural networks has been used to model these surfaces to map the process parameters to 
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roughness parameters. In recent years, the trends were towards modeling of machining using artificial  intelligence. Artificial neural 
networks are considered one of the important methods of artificial intelligence in the modeling of nonlinear problems like 
machining processes. ANN show good capability in prediction and optimization of machining processes compared with traditional 
methods. In turning operations, Luong and Spedding [14]described the application of neural-network technology to the selection of 
machining parameters and to the prediction of machining performance in metal cutting via an on-line implementation of the trained 
network using the C programming language. 
A neural-network-based methodology was proposed by Kohli and Dixit [15], for predicting the surface roughness in a turning 
process by taking the acceleration of the radial vibration of the tool holder as feedback. They stated that their methodology was able 
to make accurate prediction of surface roughness by utilizing small sized training and testing datasets. ANN and multiple regression 
approaches were used by Asilturk and Cunkaş [16], to model the surface roughness of AISI 1040 steel. The ANN model was usedto 
estimate the surface roughness with high accuracy compared to the multiple regression model. Models for predicting surface 
roughness of AISI 1040 steel material using artificial neural networks and multiple regression were developed by Asilturk [17]. 
Mean squared error of 0.00292% achieved using the developed ANN outperforms error rates reported in earlier studies and could 
also be considered admissible for real-time deployment of the developed ANN algorithm for robust prediction of the surface 
roughness in industrial settings. 
In milling operations, multiple regression and ANN techniques were applied by Murthy and Rajendran [18], to predict the surface 
roughness. The results of the prediction models were quite close with experiment values. They reported that the feed rate was the 
most dominant factor in influencing surface roughness. The results also showed that the highest cutting speed, medium feed rate and 
medium depth of cut produces lowest surface roughness. An empirical approach using a statistical analysis was employed by Huang 
and Chen [19], to discover the proper cutting force in order to represent the uncontrollable factors in end milling operations using an 
in-process neural network-based surface roughness prediction system. Response surface model and an artificial neural network were 
developed by Erzurumluand Oktem [20], to predict surface roughness values error on mold surfaces. The response surface model 
and an artificial neural network were compared with manufacturing problems such as computational cost, cutting forces, tool life, 
dimensional accuracy, etc. Anew technique was developed by Wibowo and Desa [21], using hybridization of kernel principal 
component analysis based on nonlinear regression and GAs to estimate the optimum values of surface roughness. Their results 
showed that the presented technique gave more accurate prediction model than the ordinary linear regression’s approach. The need 
for precision components and parts in manufacturing industries has bought an increase in the need for finishing operations that can 
satisfy this demand. Grinding has the potential to meet these critical needs for accurate and economic means of finishing parts,and 
generate the required surface topography. An approach suggesting the combination of design of experiment method and ANN was 
developed by Fredj and Amamou [22]. The built ANNs showed low deviation from the training data, low deviation from the testing 
data and high sensibility to the inputs levels. The high prediction accuracy of the developed ANNs was confirmed by the good 
agreement with the results of empirical models developed by previous investigations. Mukherjee and Kumar Ray [23] attempted to 
provide a systematic methodology to develop a multivariate linear regression model, hypothesis testing for the influence of 
nonlinear terms to linear model, and accordingly selection of a suitable artificial neural network-based inferential model with 
improved prediction accuracy and control of grinding behavior. The development of neural model-based control strategies for the 
optimization of an industrial aluminum substrate disk grinding process was described by Govindhasamy et al.[24], using a nonlinear 
autoregressive exogenous based neural network model. Preliminary plant investigations show that thickness defects can be reduced 
by 50% or more, comparedto other schemes employed. Kumar and Choudhury [25] focused on the prediction of wheel wear and 
surface roughness using two techniques, namely design of experiments and neural network. Effect of process parameters, such as 
pulse current, duty ratio, wheel speed and grain size on output responses, namely, wheel wear and surface roughness of high speed 
steel were investigated experimentally. 

III. PROPOSED MODEL 

In this section we present proposed approach for Taguchi optimization technique. First of all, conventional Taguchi technique is 
implemented. In next stage PSO (Particle Swarm Optimization) is implemented, as we are working on the optimization of surface 
roughness parameter and finally artificial intelligence technique is implemented for prediction the best configuration parameters. 

A. Taguchi Technique  
Here we present a brief introduction about Taguchi technique for surface roughness analysis. for this discussion, steel material is 
used for various applications such as shafts studs, keys and stressed pins etc. Chemical composition of this material is presented in 
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table 1. As discussed before that Taguchi technique is well-known technique for tool quality optimization and widely used for 
various industrial applications. In order to measure the quality, orthogonal array scheme is used in Taguchi. 

Table 1Chemical composition for considered metal 

S. No. Metal or element % usage 
1 Iron 98.38 
2 Silicon 0.198 
3 Vanadium 0.004 
4 Sulphur 0.025 
5 Manganese 0.761 
6 Phosphorous 0.023 
7 Aluminum 0.045 
8 Molybdenum 0.012 
9 Copper 0.056 
10 Tungsten 0.045 
11 Titanium 0.006 
12 Carbon 0.436 

 
In this experiment, orthogonal array is used for performance analysis and improvement by taking minimum number of experiments. 
Performance parameters which are obtained by using orthogonal array are converted into Signal-to-Noise ratio analysis. in further 
step, lower is better or larger is better conditions are selection based on the minimization and maximization parameters.  
Hence for lower is better, Signal-to-Noise ratio is given as: 

 
(1)  

And for higher-is –better is given as: 

 
(2)  

Where replication of each experiment is given by  and  denotes the experimentally observed value for each experiment.  

In this work, Taguchi technique is used to develop an orthogonal array for 3 parameters which are known as speed of wheel, feeding 
rate and depth of cut. For each parameter, different values are taken. With the help of these parameters, minimum number of 
experiments can be computed as  

 (3)  
Here values of  and  are considered as  hence equation (3) can be written as 

 (4)  
A general implementation of Taguchi technique is defined in figure 2.  

 
Figure 2 Taguchi Technique 
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In figure 2, a general implementation model of Taguchi technique is presented. According to this model, initially a problem is 
formulated which contains the information about objective function analysis, factors required for experimental analysis and 
experimental levels.  Next stage is called as experimental design stage where orthogonal array (OA) and experimental scenario is 
present. After applying the experimental design, result analysis is presented by computing SNR (Signal to Noise Ratio, ANOVA 
and response plot). Based on these parameters, outcome of Taguchi technique is validated, if validation is true then the process is 
ended else experimental design is implemented again to obtain the desired parameter.  

B. Particle Swarm Optimization 
This section, describes particle swarm optimization technique with Taguchi technique. This technique was introduced in 1995 by 
Kennedy. PSO is known as evolutionary optimization technique which is based on the social interactions and communication for 
learning the environment conditions.  The main advantage of this technique is that it can be used for continuous or discrete 
optimization problem and gives better results in terms of optimization performance. According to this study, each particle travels in  
dimensional space and tries to obtain best position in the given search space. 

 
Figure 3 General Approach for particle swarm optimization 
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Let us consider that the position and velocity of a particle is given as  and  respectively where  denotes number of iterations. 
In another way it can be represented such as  and respectively. Here main aim of this 
technique is to obtain best solution for each particle  at  iteration which is expressed by . This can be defined as 

. For overall performance optimization, global best position need to be computed which is given as global 
best and denoted as . For each particle it can be given as . With the help of this,velocity and position of 
each particle can be obtained by as expressed in Eq. (5).  

1) Updated velocity is given as: 
 (5) 

Where velocity of  particle at  iterations denoted by ,  is the dimension of search space and  is the updated velocity ,  and are 
correlation coefficients and  random numbers which are ranging from 0 to 1,  is the global best position in given  
dimensional subspace. Figure 3 shows a process of PSO technique used in this work. 

In the next stage, we combine both Taguchi and PSO techniques for obtaining the better optimization performance resulting in the 
better configuration parameters for TQM (Total Quality Management) technique. 

C. Combination of Taguchi and Particle Swarm Optimization technique 
In this section, a combination of Taguchi and particle swarm optimization is presented. According to Taguchi model, orthogonal 
array is required for reducing the number of iterations effectively for given process. Generally, according to Taguchi technique, 
orthogonal array model is given as OA(N,k,s,t) where N denotes number of rows, k denotes total number of column or the 
parameters, s denotes the level of orthogonal array and strength is given by t.  
This process of iterative Taguchi model is initialized with the help of problem formulation, solution space definition, fitness 
function and orthogonal array selection. In the next stage, values of  and number of levels for each parameter are estimate. Based 
on these parameters, total  number of experiments are conducted. Using this, signal to noise ratio can be computed as: 

 (6) 

denotes fitness function and  denotes signal to noise ratio. From this equation, it can be concluded that larger values of signal to 
noise ratio can be obtained if the fitness function value is minimized. Similarly, the response table can be formulated using Eq. (7). 

 
(7) 

In order to reduce the computation time, optimization level difference need to be minimized. This approach is divided into two parts 
where in first part Taguchi implementation and PSO are carried out without generating a pre-optimal solution and in second part, a 
pre-optimal solution is generated then it is processed further for meeting the requirement criteria. 

1) First part of the algorithm is depicted in figure 4. According to this approach, below mentioned steps are followed:  
a) Step 1: Initialization of Taguchi Configuration 
b) Step 2: PSO configuration parameter initialization 
c) Step 3: Define Pareto Optimal solutions 
d) Step 4: particle fitness computation 
e) Step 5: initialization of personal and global best solution 
f) Step 6: Factors and level computation for each particle 
g) Step 7: Update Particle positions for each particle  
h) Step 8: initialize Taguchi Swarm Generation and orthogonal array selection. 
i) Step 9: New particle generation 
j) Step 10: compute fitness and S/N ratio 
k) Step 11: optima solution selection 
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Figure 4Taguchi and PSO implementation without optimal solution 

Whereas in proposed model we introduce a local search and pareto optimal solution update process.According to propsoed 
approach, each parameter sequence is denoted as . In previos section, we have discussed that each particle 
travels in the  diemnsional search space with a specified velocity. Position vector for each particle is given as 

. In this process, we initate computation from 0 iteration  for each particel in the given population by 
considering velocity and and position parameters of each particle.  Next stage belongs to generation of optimal solutions , fitness 
function computaiton for the initial population. 

2) Here our main aim is minimize the surface roughness for the given material. For that particular parameter Pareto Optimal 
solution is generated as follows: 
1) Compute the objective vlues of feed rate, depth of cutting and speed of cutting 
2) Sort the objective values as feed rate, depth of cutting and speed of cutting 
3) Find an optimal Pareto soultion. If the obtained solution lies in between  and  then soluton  is considered as a Pareto 

Solution. 
Furthermore, we compute fitness function for given each particle. This parameter is is condered as the adaptibility parameter for 
each population. If fitness function for any given population is high then there are high chances for population adaptibility and 
survival of the population. In this work, the problem is considered as a multi-objective problem. In order to perform the optimization 
we convert the problem into singleobjective and a utility function or weight function is computed for solving the problem. Therefore 
, a fitness function is defined by computing the weigthed sum for each particle given as: 

 (8) 

Where total  numebr of objectives are considered for optimization which are given as , ,  and .  
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Figure 5 Taguchi and PSO implementation with optimal solution 

According to proposed study, it follows the similar steps as mentioned in figure 4 but for further improvement some extnesion is 
added into the conventional optimization. this approach follows same process as mentioned before but it required two stages where 
the optimal solutions are obtained and best solution is selected from the solutions. Finally we apply Artifcal Neural Network 
implementation for prediction the surface roughness parameters. This decription is presented in next section. 

D. Neural Network Implementation 
A neuron is the basic element of neural networks, and its shape and size may vary depending on its duties. Analyzing a neuron in 
terms of its activities is important, since understanding the way it works also help us to construct the ANNs. An ANN may be seen 
as a black box, which contains hierarchical sets of neurons (i.e. processing elements) producing outputs for certain inputs. Each 
processing element consists of data collection, processing the data and sending the results to the relevant consequent element. Each 
processing element consists of data collection, processing the data and sending the results to the relevant consequent element. The 
whole process may be viewed in terms of the inputs, weights, the summation function and the activation function 
1) The inputs are the activity of collecting data from the relevant sources.  
2) The weights control the effects of the inputs on the neuron. In other word an ANN saves its information over its links and each 

link has a weight. These weights are constantly varied while trying to optimize the relation between the inputs and outputs. 
3) Summation function calculates of the net input readings from the processing elements. 
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4) Transfer (activation) function determines the output of the neuron by accepting the net input provided by the summation 
function. There are several transfer functions like summation function. Depending on the nature of the problem the 
determination of transfer and summation function is made. A transfer function generally consists of algebraic equations of 
linear or nonlinear form. The use of a nonlinear transfer function makes a network capable of storing nonlinear relationships 
between the input and the output. A commonly used function is sigmoid function because it is self-limiting and has a simple 
derivative. An advantage of this function is that the output cannot grow infinitely large or small.  

5) Outputs accept the results of the transfer function and present them either to the relevant processing element or to the outside of 
the network. The functioning of ANNs depends on their physical structure. An ANN may be regarded as a directed graph 
containing a summation function, a transfer function, its structure and the learning rule used in it. The processing elements have 
links between them forming a layer of networks. A neural network usually consists of an input layer, a number of hidden layers 
and an output layer. 

6) Determination of data and the network model The training and test data have been prepared using experimental patterns. In this 
work, the 13 patterns have been randomly selected and used as the test data. Cutting speed, Depth of cut, feed rate, rake angle 
have been used as input layer, while the tool life was used as output layer of the ANNs. In the ANN model logistic transfer 
function has been used and expressed as 

 

 

(9) 

Where, weighted sum of the input and output values are normalized between 0 and 1. Wij weights of the connections between 
ith and jth processing elements wbi weights of the biases between layers 2 The training of the network Generally, there are three 
different learning strategies. First, the trainer may tell the network what it should learn (Supervised Learning), second, the trainer 
may indicate whether or not the output is correct without telling what the network should learn (Reinforcement Learning) and 
finally, the network learns without any intervention of the trainer (Unsupervised Learning). The learning set consists of the inputs 
and the outputs used in training the network. In our work we have used supervised learning approach. Since the number of neurons 
found in the input and output layers are known, the best performance of the network with the number of hidden layers is determined. 

 
Figure 6 Neural network topology 

The neural network is developed using MATLAB tool. In the first step of the training, a determination of the learning algorithms is 
made. The number of hidden layers and the number of neurons for each hidden layer are determined. Then, the number of iterations 
is entered, and the training starts. The training continues either to the end of the iterations or reaching the target level of errors.  
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E. A general process of neural network is as follows: 
1) Step 1: Enter the input data: The following input data must be entered into the model Cutting speed, Feed Rate, Depth of Cut 

matrix follows. All data must have their values between 0–1. There is Breakdown of the data matrix into the input and output 
vector. Distribution of the input/output vector into the two sets for training and testing. 

2) Step 2: Generation of random cutting conditions. The extent of conditions can be changed optionally. 
3) Step 3: Calculation methodology for surface roughness 
4) Step 4: Preparation of data for training and testing of ANN. Uniting of cutting conditions and other calculated values into a data 

matrix. Normalization of the data in the  
5) Step 5: Use of ANN. The purpose of the neural network is to predict the surface roughness 
6) Step 6: Selection of the type and architecture of the ANN and searching for optimum training parameters. 
7) Step 7: Procedure of training of the ANN by using the training set. 
8) Step 8: Testing of trained ANN. If testing is successful and the error of prediction is within the permissible limits, the empirical 

model is finished and ready for use. In case the testing is not successful, the training procedure must be repeated with another 
larger set of training data or the training parameters must be changed. 

IV. RESULTS AND DISCUSSION 
In this section we present a complete experimental study using proposed hybrid approach. First of all, chemical composition of 
metal is analyzed as depicted in table 1. For experimental study, we have considered selected parameters which are given in table 2.  

Table 2. Generalized Chemical composition 
Parameter 
name 

C Fe Mn P S Others 

Parameter 
value 

0.37 98.8 0.7 0.035 0.045 0.05 

Similarly, considered mechanical parameters are presented in table 3. 

Table 3. Mechanical properties 
Ultimate Tensile strength 

(N/mm2) 
515 

Yield Tensile strength(N/mm2) 450 

Elasticity(N/mm2) 200 

Hardness Vickers 155 

Furthermore, cutting conditions which are used in this work are given in table 4. 

Table 4. Cutting Condition parameters 
Speed of 
cutting   

560 640 960 

Feed rate 
 

0.16 0.17 0.20 

Depth of 
cutting 

 0.2 0.3 0.4 

 
In order to analysis the performance of the proposed approach, we have considered 9 specimens with the help of cutting condition 
combination. This combination is presented in table 5.  
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Table 5. Cutting parameters for considered specimen 
Specimen 
 No. 

 
 

 

1 560 560 640 

2 560 0.16    0.17 

3 560 0.2 0.3 

4 640 0.16 0.3 

5 640 0.17 0.4 

6 640 0.2 0.2 

7 960 0.16 0.4 

8 960 0.17 0.2 

9 960 0.2 0.3 

In this work our main aim is to provide an efficient approach for design optimization using Taguchi, PSO and artificial neural 
network based techniques. Here we have presented a hybrid model for performance improvement. As discussed in previous section 
that the multi-objective optimization problem is transformed into single objective therefore we have considered surface roughness 
parameter for optimization and it is used in Taguchi, PSO and ANN. This parameter is obtained from 9 specimens as depicted in 
table 5. Total number of specimen considered are 27 but here we have used 9 specimen and rest of 18 are predicted using neural 
network prediction model. 
From previous studies, we have concluded that Taguchi techniques are significant techniques which helps to obtain high-quality 
manufacturing systems. It reduces manufacturing cost and improves the quality of products. In order to perform this operation, 
orthogonal array is used which helps to analyze the parameters and assigns minimum number of required experiments.  Taguchi 
technique reduces error in experiments by applying random ordering of experiments. This technique analyzes means response and 
signal to noise ratio in each experiments. Further, ANOVA (Analysis of variance) is also used in this technique which analyses 
designing factor and interaction which affects the output response. 
However, in this work, main aim is to apply Taguchi technique for manufacturing quality assurance. Hence, first of all Taguchi 
technique is applied for quality management service. Furthermore, an optimization strategy is presented for performance 
improvement by considering quality and cost as the key constraints.  
In this work, we consider 27 specimen considering depth of cut, cutting speed and metal feed rate. These constraints are considered 
as attributes. For further improvement, we apply Particle Swarm Optimization technique along with Taguchi technique with neural 
network prediction modeling. Neural network helps to obtain the efficient prediction for various attributes. Here surface roughness 
is considered for optimization for multiple levels of operations. According to Taguchi technique, suitable factors can be selected 
based on their levels of experimental analysis where three factors are considered for all three levels are presented in table 6. 

Table 6. Factor level representation 
Cutting conditions Factor for Level 1 Factor for level 2 Factor for level 3 

 0.2 0.3 0.4 

 
0.16 0.17 0.20 

 560 640 960 

Later, an orthogonal array is taken as presented in  table 7. 
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Table 7. Details of input and output Responses 

Experiment 
number    A B C 

Output 
Response of 

surface 
roughness 

1 560 0.16 0.2 1 1 1 3.4 
2 560 0.17 0.3 1 2 2 3.35 
3 560 0.20 0.4 1 3 3 4.42 
4 640 0.16 0.3 2 1 2 3.3 
5 640 0.17 0.4 2 2 3 3.95 
6 640 0.20 0.2 2 3 1 3.90 
7 960 0.16 0.4 3 1 3 3.27 
8 960 0.17 0.2 3 2 1 2.87 
9 960 0.20 0.3 3 3 2 2.48 

A. Generally, Taguchi technique depends on the below mentioned steps: 
1) Identification of performance response for optimization  
2) Estimation of number of level for each parameter 
3) Orthogonal array selection 
4) Perform random experiment for given orthogonal array 
5) Compute mean response and signal to noise ratio 
6) Apply ANOVA analysis  
7) Optimal parameter selection 
After applying this stage, Particle swarm optimization step is applied which is an iterative process.  This optimization is applied on 
the surface roughness and for each experiment, a separate optimal value is obtained.  These two techniques i.e. Taguchi and PSO are 
applied for 9 specimens, remaining experiment response is predicted using artificial neural network. the artificial neural network 
uses back-propagation model with sigmoid activation function. At this stage, 9 specimens are considered for training purpose and 
remaining specimens are used for testing.  The output of neural network prediction is considered as predicted surface roughness. 

ANOVA analysis for given cutting condition parameters is performed as presented in table 8. Here inner array output is arranged in 
the last column of the table where surface roughness and signal-to-noise ratio is considered as output and presented in outer array. 

Table 8. Signal to Noise ratio analysis 
 Cutting condition  Factors S/N 
No. of trial    A B C  

1 560 0.161 0.2 1 1 1 3.4 -10.76 
2 560 0.17 0.3 1 2 2 3.35 -10.51 
3 560 0.2 .4 1 3 3 4.42 -12.91 
4 640 0.16 0.3 2 1 2 3.3 -10.56 
5 640 0.17 0.4 2 2 3 3.95 -11.98 
6 640 0.20 0.2 2 3 1 3.90 -11.80 
7 960 0.16 0.4 3 1 3 3.27 -10.29 
8 960 0.17 0.2 3 2 1 2.87 -9.16 
9 960 0.20 0.3 3 3 2 2.48 -7.92 

 
Later we compute the average effect of the output response of surface roughness and signal-to-noise ratio for each factor of the 
experiment in each level. The outcome is presented in the table 9.For each experiment is computed as: A= 3.4 +3.35 + 4.42/3=3.72. 
For parameter B it can be computed as: roughness at train 1 + roughness at experiment 4+ roughness at experiment 7= 
3.4+3.3+3.27=3.36 and similarly, for depth of cut: (3.4+ 3.90 + 2.87) / 3 = 3.39 
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Table 9. Effect of surface roughness 
Cutting condition Level 1 Level 2 Level 3 Difference Rank  

 3.72 3.74 2.85 0.89 1 
 3.36 3.40 3.61 0.25 3 
 3.39 3.069 3.85 0.781 2 

Finally, a comparative analysis of surface roughness is presented in table 10. In this table we show output response using Taguchi 
technique and proposed hybrid technique for 18 specimens. 

V. CONCLUSION 
In this article we have developed a hybrid approach for machining process where we predict  surface roughness . First of all, surface 
roughness model data is obtained and modeled for surface roughness analysis. In next stage, Taguchi optimization technique is 
applied for process analysis, for further improvement in performance, particle swarm optimization technique is incorporated along 
with Artificial Neural Network model. For neural network, 9 specimens are considered for training and 18 specimens are considered 
for testing performance  
A comparative study is carried out by considering conventional Taguchi technique and proposed hybrid optimization technique. 
Output response analysis shows that proposed prediction strategy obtains closer results when compared with Taguchi optimization 
technique and provides most suitable optimal parameter to improve the manufacturing process. 

Table 10. comparative analysis 

Sl. No.    Taguchi 
Propose

d 
1 560 0.16 0.2 3.60 3.45 
2 560 0.17 0.3 3.303 3.34 
3 560 0.20 0.4 4.312 4.40 
4 640 0.16 0.3 3.274 3.39 
5 640 0.17 0.4 4.121 3.99 
6 640 0.20 0.2 3.841 3.91 
7 960 0.16 0.4 3.212 3.22 
8 960 0.17 0.2 2.762 2.85 
9 960 0.20 0.3 2.633 2.46 
10 560 0.16 0.3 3.278 3.45 
11 560 0.16 0.4 4.087 3.98 
12 560 0.17 0.2 3.651 3.44 
13 560 0.17 0.4 4.153 4.31 
14 560 0.2 0.2 3.851 3.79 
15 560 0.2 0.3 3.492 4.33 
16 960 0.2 0.4 3.44 3.65 
17 960 0.17 0.2 2.96 2.90 
18 960 0.2 0.4 3.44 3.50 

Table 10 shows that proposed hybrid approach provide significant performance with the help of Artificial Neural Network 
prediction scheme.  
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